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Foreword

These notes correspond to the Advanced Course on Quasideterminants and
Universal localization that will take place from January 30 to February 10, 2007
at the Centre de Recerca Matemàtica (CRM) in Bellaterra (Barcelona). It is one
of the activities of the Research Programme on Continuous and Discrete Methods
on Ring Theory.

The Advanced Course is organized in three, largely independent, series of
lectures delivered by Professors Robert Lee Wilson and Vladimir Retakh both
from Rutgers University. The first series will concentrate on the topic of Quaside-
terminants, a non commutative approach to the determinants introduced by I. S.
Gelfand and V. Retakh. The aim of the theory of quasideterminants is to be an
organizing tool in noncommutative algebra. The second series of lectures Factor-
ization of noncommutative polynomials and noncommutative symmetric functions
as well as the third one on Universal localization will show this point of view.

We thank the lecturers for their effort in the preparation of these notes and
for having them on time to assure that the volume will be ready at the beginning
of the course. We believe it will be of great help to the participants.

We want to express our gratitude to the director and the staff of the CRM
who helped us in the organization of this course. We hope that this course will be
profitable to all the participants and that all of us will remember these days with
great pleasure.

Silvana Bazzoni
Università di Padova

Dolors Herbera
Universitat Autònoma de Barcelona

Co-ordinators
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Introduction

The ubiquitous notion of a determinant has a long history, both visible and in-
visible. The determinant has been a main organizing tool in commutative linear
algebra and we cannot accept the point of view of a modern textbook [FIS] that
“determinants ... are of much less importance than they once were”.

The history of commutative determinants can be described by the following
quotation from Wikipedia.

“Historically, determinants were considered before matrices. Originally, a de-
terminant was defined as a property of a system of linear equations. The deter-
minant ”determines” whether the system has a unique solution (which occurs
precisely if the determinant is non-zero). In this sense, two-by-two determinants
were considered by Cardano at the end of the 16th century and larger ones by
Leibniz about 100 years later. Following him Cramer (1750) added to the theory,
treating the subject in relation to sets of equations. The recurrent law was first
announced by Bezout (1764).

“It was Vandermonde (1771) who first recognized determinants as indepen-
dent functions. Laplace (1772) gave the general method of expanding a determi-
nant in terms of its complementary minors: Vandermonde had already given a
special case. Immediately following, Lagrange (1773) treated determinants of the
second and third order. Lagrange was the first to apply determinants to questions
outside elimination theory; he proved many special cases of general identities.

“Gauss (1801) made the next advance. Like Lagrange, he made much use
of determinants in the theory of numbers. He introduced the word determinants
(Laplace had used resultant), though not in the present signification, but rather
as applied to the discriminant of a quantic. Gauss also arrived at the notion of
reciprocal (inverse) determinants, and came very near the multiplication theorem.

“The next contributor of importance is Binet (1811, 1812), who formally
stated the theorem relating to the product of two matrices of m columns and n
rows, which for the special case of m = n reduces to the multiplication theorem.
On the same day (Nov. 30, 1812) that Binet presented his paper to the Academy,
Cauchy also presented one on the subject. (See Cauchy-Binet formula.) In this he
used the word determinant in its present sense, summarized and simplified what
was then known on the subject, improved the notation, and gave the multiplication
theorem with a proof more satisfactory than Binet’s. With him begins the theory
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6 Introduction

in its generality.
“The next important figure was Jacobi (from 1827). He early used the func-

tional determinant which Sylvester later called the Jacobian, and in his memoirs
in Crelle for 1841 he specially treats this subject, as well as the class of alternating
functions which Sylvester has called alternants. About the time of Jacobi’s last
memoirs, Sylvester (1839) and Cayley began their work.

Attempts to define a determinant for matrices with noncommutative en-
tries started more than 150 years ago and also include several great names. For
many years the most famous examples of matrices of noncommutative objects
were quaternionic matrices and block matrices. It is not suprising that the first
noncommutative determinants or similar notions were defined for such structures.

A. Cayley [C] was the first to define, in 1845, the determinant of a matrix
with noncommutative entries. He mentioned that for a quaternionic matrix A =(
a11 a12

a21 a22

)
the expressions a11a22 − a12a21 and a11a22 − a21a12 are different and

suggested choosing one of them as the determinant of the matrix A. The analog of
this construction for 3×3-matrices was also proposed in [C] and later developed in
[J]. This “naive” approach is now known to work for quantum determinants and
some other cases. Different forms of quaternionic determinants were considered
later by E. Study [St], E.H. Moore [Mo] and F. Dyson [Dy].

There were no direct “determinantal” attacks on block matrices (excluding
evident cases) but important insights were given by G. Frobenius [Fr] and I. Schur
[Schur] who introduced Schur compliments for such matrices.

A theory of determinants of matrices with general noncommutative entries
was in fact originated by J.H.M. Wedderburn in 1913. In [W] he constructed a the-
ory of noncommutative continued fractions or, in modern terms, “determinants”
of noncommutative Jacobi matrices.

In 1926-1928 A. Heyting [H] and A. Richardson [Ri, Ri1] suggested analogs
of a determinant for matrices over division rings. Heyting is known as a founder of
intuitionist logic and Richardson as a creator of the Littlewood-Richardson rule.
Heyting tried to construct a noncommutative projective geometry. As a compu-
tational tool, he introduced the “designant” of a noncommutative matrix. The
designant of a 2 × 2-matrix A = (aij) is defined as a11 − a12a

−1
22 a21. The desig-

nant of an n × n-matrix is defined then by a complicated inductive procedure.
The inductive procedures used by Richardson were even more complicated. It is
important to mention that determinants of Heyting and Richardson in general are
rational functions (and not polynomials!) in matrix entries.

The idea to have non-polynomial determinants was strongly criticized by O.
Ore [O]. In [O] he defined a polynomial determinant for matrices over an imporatnt
class of noncommutative rings (now known as Ore rings).

The most famous and widely used noncommutaive determinant is the
Dieudonne determinant. It was defined for matrices over a division ring R by
J. Dieudonne in 1943 [D]. His idea was to consider determinants with values in
R∗/[R∗, R∗] where R∗ is the monoid of invertible elements in R. The properties
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of Dieudonne determinants are close to those of commutative ones, but, evidently,
Dieudonne determinants cannot be used for solving systems of linear equations.

An interesting generalization of commutative determinants belongs to F.
Berezin [B, Le]. He defined determinants for matrices over so called super-
commutative algebras. In particular, Berezin also understood that it is impossible
to avoid rational functions in matrix entries in his definition.

Other famous examples of noncommutative determinants developed for dif-
ferent special cases are: quantum determinants [KS, Ma], Capelli determinants
[We], determinants introduced by Cartier-Foata [CF, F] and Birman-Williams
[BW], Yangians [MNO], etc. A relation of noncommutative determinants with
noncommutative generalization of the MacMahon Master Theorem can be found
in [KP]. As we explain later (using another universal notion, that of quasideter-
minants) these determinants and the determinants of Dieudonne, Study, Moore,
etc., are related to each other much more than one would expect.

In particular, one can formulate the following experimental principle:
• All well-known noncommutative determinants are products of a commuting

family of quasiminors (may be with a shift) or their inverses.
The notion of quasideterminants for matrices over a noncommutative divi-

sion ring was introduced in [GR, GR1, GR2]. Quasideterminants are defined in
the “most noncommutative case”, namely, for matrices over free division rings.
We believe that quasideterminants should be one of main organizing tools in non-
commutative algebra giving them the same role determinants play in commutative
algebra. The quasideterminant is not an analog of the commutative determinant
but rather of a ratio of the determinant of an n × n-matricx to the determinant
of an (n− 1)× (n− 1)-submatrix.

Another experimental principle says
• All commutative formulas containing a ratio of determinants have their

noncommutative analogues.
The main property of quasideterminants is a “heredity principle”: let A be

a square matrix over a division ring and (Aij) a block decomposition of A (into
submatrices of A). Consider the Aij ’s as elements of a matrix X. Then the quasi-
determinant of the matrix X will be a matrix B, and (under natural assumptions)
the quasideterminant of B is equal to a suitable quasideterminant of A. Since de-
terminants of block matrices are not defined, there is no analog of this principle
for ordinary (commutative) determinants.

Quasideterminants have been effective in many areas including noncommu-
tative symmetric functions [GKLLRT, GR3, GR4], noncommutative integrable
systems [RS, EGR, EGR1, Ha], quantum algebras and Yangians [GR, GR1, GR2,
KL, Mol, Mol1, MolR ], and so on [P, Sch, RSh, RRV]. Quasideterminants and
related quasi-Plücker coordinates are also important in various approches to non-
commutative algebraic geometry (e.g., [K, KR, SvB, BR])

Many areas of noncommutative mathematics (Ore rings, rings of differen-
tial operators, theory of factors, “quantum mathematics”, Clifford algebras, etc)
were developed separately from each other. Our approach shows an advantage
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of working with totally noncommutative variables (over free rings and division
rings). It leads us to a large variety of results, and their specialization to different
noncommutative areas implies known theorems with additional information.

The price one pays for this is a huge number of inversions in rational non-
commutative expressions. The minimal number of successive inversions required
to express an element is called the height of this element. This invariant (inversion
height) reflects the “degree of noncommutativity” and it is of a great interest by
itself.

Our experience shows that in dealing with noncommutative objects one
should not imitate the classical commutative mathematics, but follow “the way
it is” starting with basics. In these series of lectures we concentrate on two prob-
lems: noncommutative Plücker coordinates (as a background of a noncommutative
geometry) and the noncommutative Bezout and Viète theorems (as a background
of noncommutative algebra). We apply the obtained results to the theory of non-
commutative symmetric functions started in [GKLLRT].

We have already said that the universal notion of a determinant has a long
history, both visible and invisible. The visible history of determinants comes from
the fact that they are constructed from another class of universal objects: matrices.

The invisible history of determinants is related with the Heredity principle
for matrices: matrices can be viewed as matrices with matrix entries (block matri-
ces) and some matrix properties come from the corresponding properties of block
matrices. In some cases, when the matrix entries of the block matrix commute,
the determinant of a matrix can be computed in terms of the determinants of its
blocks, but in general it is not possible: the determinant of a matrix with matrix
entries is not defined because the entries do not commute. In other words, the
determinant does not satisfy the Heredity principle.

Quasideterminants are defined for matrices over division rings and satisfy
the Heredity Principle. Their definition can be specialized for matrices over a ring
(including noncommutative rings) and can be connected with different “famous”
determinants. This reflects another general principle:

• In many cases noncommutative algebra can be made simpler and more
natural than commutative algebra.

These lectures describe the first 15 years of development of this very active
area, and we hope that future work will bring many new interesting results.

The first ten years of the theory are described in [GGRW].
The paper is organized as follows. In Section 1 a definition of quasideter-

minants is given and the main properties of quasideterminants (including the
Heredity principle) are described.

In Section 2 we discuss an important example: quasideterminants of quater-
nionic matrices. These quasideterminants can be written as polynomials with real
coefficients in the matrix entries and their quaternionic conjugates.

As we already mentioned, mathematics knows a lot of different versions of
noncommutative determinants. In Section 3 we give a general definition of deter-
minants of noncommutative matrices (in general, there are many determinants of
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a fixed matrix) and show how to obtain some well-known noncommutative deter-
minants as specializations of our definition.

In Section 4 we introduce noncommutative versions of Plücker and flag co-
ordinates for rectangular matrices over division rings and discuss some results
related to the theory of noncommutative double Bruhat cells for GLn(R) devel-
oped in [BR] where R is a noncommutative associative division ring.

In Section 5 we present another approach to the theory of noncommutative
determinants, traces, etc., and relate it to the results presented in Section 3.

Some applications to noncommutative continued fractions, characteristic
functions of graphs, noncommutative orthogonal polynomials and integrable sys-
tems are given in Section 6.

We are very grateful to I. Gelfand who suggested to one of us (V.R.) in
1989 to study the very non-fashionable subject of noncommutative determinants
and proposed to start the theory by looking onto systems of linear equations over
noncommutative rings.





Chapter 1

General theory and main
identities

All rings considered in this paper are associative unital rings.

1.1 Definition of quasideterminants

Quasideterminants were defined by I. Gelfand and V. Retakh in 1991 by returning
to the “roots” of linear algebra, i.e. as a tool for solving system of linear equations
over noncommutative rings (cf. the approach by Cardano). We will present here
several definitions of quasideterminants starting with an approach suggested by
B. Osofsky twelve years later.

An n by nmatrix A over a not necessarily commutative ring R has, in general,
n2 quasideterminants, denoted |A|ij , 1 ≤ i, j ≤ n. If |A|ij exists it is a rational
function in the entries of A. Here are several essentially equivalent definitions of
|A|ij .

I. Definition of quasideterminant via Gaussian elimination (following B. Osofsky):
Let where Ik is the identity k by k matrix. Suppose the matrix A can be

transformed into a matrix of the form(
In−1 b

0 c

)
by a sequence of elementary row operations which do not interchange rows, which
do not multiply the n-th row by a scalar and which do not add add multiples of
the n-th row to any other row, i.e., by operations of the following forms:

• multiply each entry of the i-th row (where 1 ≤ i < n) on the left by some
r ∈ R and leave all other rows unchanged;

11



12 Chapter 1. General theory and main identities

• replace the i-th row (where 1 ≤ i ≤ n) by the sum of the i-th row and the
j-th row (where 1 ≤ j < n) and leave all other rows unchanged.

(These operations allow us to replace A by MA where M = [mij ] is an n by
n matrix with min = δin for 1 ≤ i ≤ n.)

Then the quasideterminant |A|nn exists and

|A|nn = c.

If P and Q are the permutation matrices corresponding to the transpositions (in)
and (jn) respectively and |PAQ|nn exists, then |A|ij exists and

|A|ij = |PAQ|nn.

II. Definition of quasideterminants of A via the inverse of A: Suppose the matrix
A is invertible with inverse B = (bij) and that bji is invertible in R. Then the
quasideterminant |A|ij exists and

|A|ij = b−1
ji .

III. Definition of quasideterminants of A via inverses of minors of A:
For 1 ≤ i, j ≤ n let Aij denote the matrix obtained from A by deleting the

i-th row and the j-th column. Let rj
k denote the (row) vector obtained from the

k-th row of A by deleting the j-th entry and let si
l denote the (column) vector

obtained from the l-th column of A by deleting the i-th entry. Assume that Aij is
invertible. Then |A|ij exists and

|A|ij = aij − rj
i (A

ij)−1si
j .

We will refer to this definition as the basic definition.

IV. Inductive definition of quasideterminant: If A = (a) is a 1 by 1 matrix define
|A|11 = a. Assume quasideterminants have been defined for n−1 by n−1 matrices
and that A = (aij) is an n by n matrix. Using the notation of (3), assume that
each quasideterminant of Aij exists and is invertible. Let C denote the n − 1 by
n− 1 matrix with rows indexed by {k|1 ≤ k ≤ n, k 6= i} and columns indexed by
{l|1 ≤ l ≤ n, l 6= j} and whose entry in the (k, l) position is [Aij ]−1

lk . Then the
quasideterminant |A|ij exists and

|Aij | = aij − rj
iCs

i
j .

Equivalence of these definitions:

Suppose MA =
(
In−1 b

0 c

)
where M is a product of appropriate elementary

matrices. Then if c is invertible(
In−1 −bc−1

0 1

)
MA =

(
In−1 0

0 c

)
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and so, c−1 is the entry (n, n) entry of A−1. This shows the equivalence of (1) and
(2).

If we write the n by n matrix A as the block matrix
(
A11 A12

A21 A22

)
where A11

is an n− 1 by n− 1 matrix and assume that A11 is invertible, then

(
In−1 0
−A21 I1

) (
A−1

11 0
0 I1

)
A =

(
In−1 A−1

11 A12

0 A22 −A21A
−1
11 A12

)
.

Since A11 = Ann, A21 = rn
n, A12 = sn

n, this shows the equivalence of (1) and (3).
The equivalence of (3) and (4) now follows from (2).

If A is the 2 by 2 matrix
(
a11 a12

a21 a22

)
then we have

|A|11 = a11 − a12a
−1
22 a21,

|A|12 = a12 − a11a
−1
21 a22,

|A|21 = a21 − a22a
−1
12 a11,

|A|22 = a22 − a21a
−1
11 a12.

For the 3 × 3-matrix A = (aij), i, j = 1, 2, 3, there are 9 quasideterminants.
One of them is

|A|11 = a11 − a12(a22 − a23a
−1
33 a32)−1a21 − a12(a32 − a33 · a−1

23 a22)−1a31(1.1)

− a13(a23 − a22a
−1
32 a33)−1a21 − a13(a33 − a32 · a−1

22 a23)−1a31.(1.2)

One can see a pattern of “noncommutative continued fraction” in this for-
mula. We will explore this line later.

1.2 Comparison with the commutative determinants

Suppose A is a matrix over a commutative ring R. How is the quasideterminant
|A|ij related to det A?

It is well known that, if A is invertible, the (j, i) entry of A−1 is
(−1)i+j det Ai,j

det A . Thus, in view of characterization (2) of |A|i,j we have

|A|ij = (−1)i+j det A

det Aij
.
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1.3 Effect of row and column operations on quasideter-
minants

We now describe the effect of certain row and column operations on the values
of quasideterminants. This is useful for comparison with properties of determi-
nants over commutative rings and will also be used for some computations in later
lectures.

(i) The quasideterminant |A|pq does not depend on permutations of rows and
columns in the matrix A that do not involve the p-th row and the q-th column.

(ii) The multiplication of rows and columns. Let the matrix B = (bij) be
obtained from the matrix A by multiplying the i-th row by λ ∈ R from the left,
i.e., bij = λaij and bkj = akj for

k 6= i. Then
|B|kj = λ|A|ij if k = i,

and
|B|kj = |A|kj if k 6= i and λ is invertible.

Let the matrix C = (cij) be obtained from the matrix A by multiplying the
j-th column by µ ∈ R from the right, i.e. cij = aijµ and cil = ail for all i and
l 6= j. Then

|C|i` = [A]ijµ if l = j,

and
|C|i` = |A|i` if l 6= j and µ is invertible.

(iii) The addition of rows and columns. Let the matrix B be obtained from
A by replacing the k-th row of A with the sum of the k-th and l-th rows, i.e.,
bkj = akj + alj , bij = aij for i 6= k. Then

|A|ij = |B|ij , i = 1, . . . k − 1, k + 1, . . . n, j = 1, . . . , n.

Let the matrix C be obtained from A by replacing the k-th column of A with
the sum of the k-th and l-th columns, i.e., cik = aik + ail, cij = aij for j 6= k.
Then

|A|ij = |C|ij , i = 1, . . . , n, , . . . , `− 1, `+ 1, . . . n.

1.4 Applications to linear systems

Solutions of systems of linear systems over an arbitraty ring can be expressed in
terms of quasideterminants.

Let A = (aij) be an n× n matrix over a ring R.

Theorem 1.4.1. Assume that all the quasideterminants |A|ij are defined and
invertible. Then the system of equations

ai1x1 + · · ·+ ainxn = bi, 1 ≤ i ≤ n
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has the unique solution

xi =
n∑

j=1

|A|−1
ji bj . i = 1, . . . , n.

Proof: In view of characterization (2) of quasideterminants, the assumption that
every |A|i,j is defined and invertible implies that A is invertible. The result now
follows by using A−1 to write the solution of the system and replacing the elements
of A−1 by quasideterminants.
Cramer’s rule. Let A`(b) be the n×n-matrix obtained by replacing the `-th column
of the matrix A with the column (b1, . . . , bn).

Theorem 1.4.2. In notation of Theorem 1.1.1, if the quasideterminants |A|ij and
|Aj(b)|ij are defined, then

|A|ijxj = |Aj(b)|ij .

1.5 Further properties of quasideterminants

In many cases it is more convenient to define quasideterminants for matrices whose
entries are indexed by two finite sets of the same cardinality n.

Denote those sets by I and J . Let A = (aij), i ∈ I, j ∈ J . Suppose that
n ≥ 2 and let Aij be the (n− 1)× (n− 1)-matrix obtained from A by deleting the
i-th row and the j-th column. Then the basic definition for the quasidetrminant
|A|ij is

|A|ij = aij −
∑

aii′(|Aij |j′i′)−1aj′j .

Here the sum is taken over i′ ∈ I r {i}, j′ ∈ J r {j}.
It sometimes convenient to use another notation for quasideterminants by

boxing the leading element, i.e.

|A|ij =

∣∣∣∣∣∣
. . . . . . . . .
. . . aij . . .

. . . . . . . . .

∣∣∣∣∣∣ .
Note that according to our definitions, the quasideterminant |A|ij of a matrix

A over a ring R is an element of R. The action of the product of symmetric groups
Sn × Sn on I × J , |I| = |J | = n, induces the action of Sn × Sn on the the set of
variables {aij}, i ∈ I, j ∈ J . The following proposition shows that the definition
of the quasideterminant is compatible with this action.

Proposition 1.5.1. For (σ, τ) ∈ Sn × Sn we have (σ, τ)
(
|A|ij

)
= |A|σ(i)τ(j).

In particular, the stabilizer subgroup of |A|ij under the action of Sn × Sn is
isomorphic to Sn−1 × Sn−1.
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Proposition 1.2.4 shows that in the definition of the quasideterminant, we do
not need to require I and J to be ordered or a bijective correspondence between
I and J to be given.

If A is a generic n× n-matrix (in the sense that all square submatrices of A
are invertible), then there exist n2 quasideterminants of A. However, a non-generic
matrix may have k quaisdeterminants, where 0 ≤ k ≤ n2. Example 1.2.3(a) shows
that each of the quasideterminants |A|11, |A|12, |A|21, |A|22 of a 2× 2-matrix A is
defined whenever the corresponding element a22, a21, a12, a11 is invertible.

Remark. The definition of the quasidereminant can be generalized to define |A|ij
for a matrix A = (aij) in which each aij is an invertible morphism Vj → Vi in an
additive category C and the matrix Apq of morphisms is invertible. In this case
the quasideterminant |A|pq is a morphism from the object Vq to the object Vp.

Recall that if the elements aij of the matrix A commute, then

|A|pq = (−1)p+q detA
detApq

.

This example shows that the notion of a quasideterminant is not a general-
ization of a determinant over a commutative ring, but rather a generalization of
a ratio of two determinants.

We will show in Section 3 that similar expressions for quasideterminants can
be given for quantum matrices, quaternionic matrices, Capelli matrices and other
cases listed in the Introduction.

In general quasideterminants are not polynomials in their entries, but (non-
commutative) rational functions. Very interesting properties of these rational func-
tions will be discussed in other series of these lectures.

In the commutative case determinants are finite sums of monomials with
appropriate coefficients. As is shown in [GR1, GR2], in the noncommutative case
quasideterminants of a matrix A = (aij) with formal entries aij can be identified
with formal power series in the matrix entries or their inverse. A simple example
of this type is described below.

Let A = (aij), i, j = 1, . . . , n, be a matrix with formal entries. Denote by In
the identity matrix of order n and by Γn the complete oriented graph with vertices
{1, 2, . . . , n}, with the arrow from i to j labeled by aij . A path p : i→ k1 → k2 →
· · · → kt → j is labeled by the word w = aik1ak1k2ak2k3 . . . aktj .

Denote by Pij the set of words labelling paths going from i to j, i.e. the set
of words of the form w = aik1ak1k2ak2k3 . . . aktj . A simple path is a path p such
that ks 6= i, j for every s. Denote by P ′

ij the set of words labelling simple paths
from i to j.

Let R be the ring of formal power series in xij over a field. From [Co], Section
4, it follows that there is a canonical embedding of R in a division ring D such
that the image of R generates D. We identify R with its image in D.
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Proposition 1.5.2. Let i, j be two distinct integers between 1 and n. The rational
functions |In −A|ii, |In −A|−1

ij are defined in D and

|In −A|ii = 1−
∑

w∈P ′
ii

w, |In −A|−1
ij =

∑
w∈Pij

w.

Example. For n = 2,

|I2 −A|11 = 1− a11 −
∑
p≥0

a12a
p
22a21.

For some matrices of special form over a ring, quasideterminants can be
expressed as polynomials in the entries of the matrix. The next proposition shows
that this holds, in particular, for the so-called almost triangular matrices. Such
matrices play am important role in many papers, including [DS, Ko, Gi].

Proposition 1.5.3. The following quasideterminant is a polynomial in its entries:∣∣∣∣∣∣∣∣∣∣
a11 a12 a13 . . . a1n

−1 a22 a23 . . . a2n

0 −1 a33 . . . a3n

. . .
0 . . . −1 ann

∣∣∣∣∣∣∣∣∣∣
= a1n +

∑
1≤j1<j2<···<jk<n

a1j1aj1+1,j2aj2+1,j3 . . . ajk+1,n.

Remark. Denote the expression on right-hand side by
P (A). Note that (−1)n−1P (A) equals to the determinant of the almost upper-
triangular matrix over a commutative ring. For non-commutative almost upper tri-
angular matrices, Givental [Gi] (and others) defined the determinant as
(−1)n−1P (A).

Example. For n = 3 we have

P (A) = a13 + a11a23 + a12a33 + a11a22a33.

1.6 General properties of quasideterminants

1.6.1 Two involutions (see [GR4]).

For a square matrix A = (aij) over a ring R, denote by IA = A−1 the inverse
matrix (if it exists), and by HA = (a−1

ji ) the Hadamard inverse matrix (a;so if
it exists). It is evident that if IA exists, then I2A = A, and if HA exists, then
H2A = A.
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Let A−1 = (bij). According to Theorem 1.2.1, bij = |A|−1
ji . This formula can

be rewritten in the following form.

Theorem 1.6.1. For a square matrix A over a ring R,

HI(A) = (|A|ij)

provided that all quasideterminants |A|ij exist.

1.6.2 Homological relations (see [GR])

Let X = (xij) be a square matrix of order n with formal entries. For 1 ≤ k, l ≤ n
let Xkl be the submatrix of order n − 1 of the matrix X obtained by deleting
the k-th row and the l-th column. Quasideterminants of the matrix X and the
submatrices are connected by the following homological relations.

Theorem 1.6.2. (i) Row homological relations:

−|A|ij · |Ai`|−1
sj = |A|i` · |Aij |−1

s` , s 6= i

(ii) Column homological relations:

−|Akj |−1
it · |A|ij = |Aij |−1

kt · |A|kj , t 6= j

The same relations hold for matrices over a ring R provided the corresponding
quasideterminants exist and are invertible.

A consequence of homological relations is that the ratio of two quasideter-
minants of an n × n matrix (each being a rational function of inversion height
n − 1) actually equals a ration of two rational functions each having inversion
height < n− 1.

1.6.3 Heredity

Let A = (aij) be an n× n matrix over a ring R, and let

A =

A11 . . . A1s

As1 . . . Ass

(1.6.2)

be a block decomposition of A, where each Apq is a kp× lq matrix, k1 + · · ·+ ks =
l1 + · · · + ls = n. Let us choose p′ and q′ such that kp′ = lq′ , so that Ap′q′ is a
square matrix.

Let also X = (xpq) be a matrix with formal variables and |X|p′q′ be the
p′q′-quasideterminant of X. In the formula for |X|p′q′ as a rational function in
variable xpq we can substitute each variable xpq with the corresponding matrix
Apq, obtaining a rational expression F (Apq). Let us note that all matrix operations
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in this rational expression formally make sense, i.e., in each addition, the orders
of summands coincide, in each multiplication, the number of columns of the first
multiplier equals the number of rows of the second multiplier, and each matrix
that has to be inverted is a square matrix. Let us assume that all matrices in
this rational expression for that need to be inverted, are indeed invertible over R.
Computing F (Apq), we obtain an kp′× lq′ matrix over R, whose rows are naturally
numbered by indices

(1.6.3) i = k1 + · · ·+ kp′−1 + 1, . . . , k1 + · · ·+ kp′

and columns are numbered by indices

(1.6.4) j = l1 + · · ·+ lq′−1 + 1, . . . , l1 + · · ·+ lq′ .

We denote this matrix by |X|p′q′(A).
Let us note that under our assumptions, kp′ = lq′ , so that |X|p′q′(A) is a

square matrix over R.

Theorem 1.6.3. Let the index i lies in the range (1.4.3) and the index j lies in the
range (1.6.4). Let as assume that the matrix |X|p′q′(A) is defined. Then each of
the quasideterminants |A|ij and ||X|p′q′(A)|ij exist if and only of the other exists,
and in this case

|A|ij = ||X|p′q′(A)|ij .(1.6.5)

Example 1. Let in (1.4.2) s = 2, p′ = q′ = 1 and k1 = l + 1 = 1. Then formula
(S0) becomes the inductive definition of the quasideterminant |A|ij (see Definition
1.2.5).

Example 2. Let

A =


a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44

 .

Take the decomposition A =
(
A11 A12

A21 A22

)
of A into four 2 × 2 matrices, so that

A11 =
(
a11 a12

a21 a22

)
, A12 =

(
a13 a14

a23 a24

)
, A21 =

(
a31 a32

a41 a42

)
, A22 =

(
a33 a34

a43 a44

)
.

Let us use formula (1.4.5) to find the quasideterminant |A|13. We have
|X|12(A) = A12 −A11A

−1
21 A22

=
(
a13 a14

a23 a24

)
−

(
a11 a12

a21 a22

) (
a31 a32

a41 a42

)−1 (
a33 a34

a43 a44

)
=

(
a13 − . . . a14 − . . .
a23 − . . . a24 − . . .

)
.



20 Chapter 1. General theory and main identities

Denote the matrix in the right-hand side of this formula by
(
c13 c14
c23 c24

)
. Then

|A|13 =
∣∣∣∣(c13 c14
c23 c24

)∣∣∣∣
13

,

or, in other notation,

|A|13 =
∣∣∣∣( c13 c14

c23 c24

)∣∣∣∣ .
1.6.4 A generalization of the homological relations

Homological relations admit the following generalization. For a matrix A = (aij),
i ∈ I, j ∈ J , and two subsets L ⊂ I, M ⊂ J denote by AL,M the submatrix
of the matrix A obtained by deleting the rows with the indexes ` ∈ L and the
columns with the indexes m ∈M . Let A be a square matrix, L = (`1, . . . , `k),M =
(m0, . . . ,mk). Set Mi = M r {mi}, i = 0, . . . , k.

Theorem 1.6.4. [GR1, GR2] For p /∈ L we have

k∑
i=0

|AL,Mi |pmi
· |A|−1

`mi
= δp`,

k∑
i=0

|A|−1
mi`

· |AMi,L|mip = δ`p,

provided the corresponding quasideterminants are defined and the matrices
|A|−1

mi`
, |A|−1

`mi
are invertible over R.

1.6.5 Quasideterminants and Kronecker tensor products

Let A = (aij), B = (bαβ) be matrices over a ring R. Denote by C = A ⊗ B
the Kronecker tensor product, i.e., the matrix with entries numbered by indices
(iα, jβ), and with the (iα, jβ)-th entry equal to ciα,jβ = aijbαβ .

Proposition 1.6.5. If quasideterminants |A|ij and |B|αβ are defined, then the
quasideterminant |A⊗B|iα,jβ is defined and

|A⊗B|iα,jβ = |A|ij |B|αβ .

Note that in the commutative case the corresponding identity determinants
is different. Namely, if A is a m × m-matrix and B is a n × n-matrix over a
commutative ring, then det(A⊗B) = (detA)n(detB)m.
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1.6.6 Quasideterminants and matrix rank

Let A = (aij) be a matrix over a division ring.

Proposition 1.6.6. If the quasideterminant |A|ij is defined, then the following
statements are equivalent.

(i) |A|ij = 0,

(ii) the i-th row of the matrix A is a left linear combination of the other rows of
A;

(iii) the j-th column of the matrix A is a right linear combination of the other
columns of A.

Example. Let i, j = 1, 2 and |A|11 = 0, i.e., a11 − a12a
−1
22 a21 = 0. Therefore,

a11 = λa21, where λ = a12a
−1
22 . Since a12 = (a12a

−1
22 )a22, the first row of A is

proportional to the second row.
There exists the notion of linear dependence for elements of a (right or left)

vector space over a division ring. So there exists the notion of the row rank (the
dimension of the left vector space spanned by the rows) and the notion of the
column rank (the dimension of the right vector space spanned by the columns)
and these ranks are equal [Ja, Co]. This also follows from Proposition 1.6.6.

By definition, an r-quasiminor of a square matrix A is a quasideterminant of
an r × r-submatrix of A.

Proposition 1.6.7. The rank of the matrix A over a division algebra is ≥ r if and
only if at least one r-quasiminor of the matrix A is defined and is not equal to
zero.

1.7 Basic identities

1.7.1 Row and column decomposition

The following result is an analogue of the classical expansion of a determinant by
a row or a column.

Proposition 1.7.1. Let A be a matrix over a ring R. For each k 6= p and each ` 6= q
we have

|A|pq = apq −
∑
j 6=q

apj(|Apq|kj)−1|Apj |kq,

|A|pq = apq −
∑
i 6=p

|Aiq|pi(|Apq|i`)−1aiq,

provided all terms in right-hand sides of these expressions are defined.
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As it was pointed out in [KL], Propostiion 1.7.1 immediately follows from
the homological relations.

1.7.2 Sylvester’s identity

Let A = (Aij), i, j = 1, . . . , n, be a matrix over a ring R and A0 = (aij), i, j =
1, . . . , k, a submatrix of A that is invertible over R. For p, q = k + 1, . . . , n set

cpq =

∣∣∣∣∣∣∣∣∣
a1q

A0

...
akq

ap1 . . . apk apq

∣∣∣∣∣∣∣∣∣
pq

.

These quasidetrminants are defined because matrix A0 is invertible.
Consider the (n− k)× (n− k) matrix

C = (cpq), p, q = k + 1, . . . , n.

The submatrix A0 is called the pivot for the matrix C.

Theorem 1.7.2. (see [GR]) For i, j = k + 1, . . . , n,

|A|ij = |C|ij

The commutative version of Theorem 1.7.2 is the following Sylvester’s theo-
rem.

Theorem 1.7.3. Let A = (aij), i, j = 1, . . . , n, be a matrix over a commutative
ring. Suppose that the submatrix A0 = (aij), i, j = 1, . . . , k, of A is invertible. For
p, q = k + 1, . . . , n set

b̃pq = det


a1q

A0

...
akq

ap1 . . . apk apq

 ,

B̃ = (b̃pq), p, q = k + 1, . . . , n.

Then

detA =
det B̃

(detA0)n−k−1
.

Remark 1. A quasideterminant of an n×n-matrix A is equal to the corresponding
quasideterminant of a 2× 2-matrix consisting of (n− 1)× (n− 1)-quasiminors of
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the matrix A, or to the quasideterminant of an (n− 1)× (n− 1)-matrix consisting
of 2× 2-quasiminors of the matrix A. One can use any of these procedures for an
inductive definition of quasideterminants. In fact, Heyting [H] essentially defined
the quasideterminants |A|nn for matrices A = (aij), i, j = 1, . . . , n, in this way.

Remark 2. Theorem 1.7.2 can be generalized to the case where A0 is a square
submatrix of A formed by some (not necessarily consecutive and not necessarily
the same) rows and columns of A. In particular, in the case where A0 = (aij), i, j =
2, . . . , n− 1, Theorem 1.7.2 is an analogue of a well-known commutative identity
which is called the “Lewis Carroll identity” (see, for example, [Ho]).

1.7.3 Inversion for quasiminors

The following theorem was formulated in [GR]. For a matrix A = (aij), i ∈ I,
j ∈ J , over a ring A and subsets P ⊂ I, Q ⊂ J denote by APQ the submatrix

APQ = (aαβ), α ∈ P, β ∈ Q.

Let |I| = |J | and B = A−1 = (brs). Suppose that |P | = |Q|.

Theorem 1.7.4. Let k /∈ P, ` /∈ Q. Then

|AP∪{k},Q∪{`}|k` · |BI\P,J\Q|`k = 1.

Set P = I r {k}, Q = J r {`}. Then this theorem leads to the already mentioned
identity

|A|k` · b`k = 1.

Example. Theorem 1.7.4 implies the following identity for principal quasiminors.
Let A = (aij), i, j = 1, . . . , n be an invertible matrix over R and B = (bij) = A−1.
For a fixed k, 1 ≤ k ≤ n, set A(k) = (aij), i, j = 1, . . . , k and B(k) = (bij),
i, j = k, . . . , n. Then

|A(k)|kk · |B(k)|kk = 1.

1.7.4 Multiplicative properties of quasideterminants

Let X = (xpq), Y = (yrs) be n × n-matrices. The following statement follows
directly from from Definition 1.2.2.

Theorem 1.7.5. We have

|XY |−1
ij =

n∑
p=1

|Y |−1
pj |X|

−1
ip .
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1.7.5 Cayley–Hamilton theorem

Let A = (aij), i, j = 1, . . . , n, be a matrix over a ring R. Denote by En the identity
matrix of order n.

Let t be a formal variable. Set fij = |tEn −A|ij for 1 ≤ i, j ≤ n. Then fij(t)
is a rational function in t. Define the matrix function f̃ij(t) by replacing in fij(t)
each element aij with the matrix ãij = aijEn of order n and the variable t by the
matrix A. The functions fij(t) are called the characteristic functions of the matrix
A.

The following theorem was stated in [GR1, GR2].

Theorem 1.7.5. f̃ij(A) = 0 for all i, j = 1, . . . , n.
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Important example:
quaternionic quasideterminants

As an example, we compute here quasideterminants of quaternionic matrices.

2.1 Norms of quaternionic matrices

Let H be the algebra of quaternions. Algebra H is an algebra over the field of real
numbers R with generators i, j,k such that i2 = j2 = k2 = −1 and ij = k, jk = i,
ki = j. It follows from the definition that ij + ji = 0, ik + ki = 0, jk + kj = 0.

Algebra H posseses a standard anti-involution a 7→ ā: if a = x+ yi+ zj+ tk,
x, y, z, t ∈ R, then ā = x− yi− zj− tk. It follows that aā = x2 + y2 + z2 + t2. The
multiplicative functional ν : H → R≥0 where ν(a) = aā is called the norm of a.
One can see that a−1 = ā

ν(a) for a 6= 0.
We will need the following generalization of the norm ν to quaternionic ma-

trices. Let M(n,H) be the R-algebra of quaternionic matrices of order n. There
exists a unique multiplicative functional ν : M(n,H) → R≥0 such that

(i) ν(A) = 0 if and only if the matrix A is non-invertible,
(ii) If A′ is obtained from A by adding a left-multiple of a row to another

row or a right-multiple of a column to another column, then ν(A′) = ν(A).
(iii) ν(En) = 1 where En is the identity matrix of order n.
The number ν(A) is called the norm of the quaternionic matrix A.
For a quaternionic matrix A = (aij), i, j = 1, . . . , n, denote by A∗ = (āji) the

conjugate matrix. It is known that ν(A) coincides with the Dieudonne determinant
of A and with the Moore determinant of AA∗ (see [As] and Subsections 3.2–3.4
below). The norm ν(A) is a real number and it is equal to an alternating sum
of monomials of order 2n in the aij and āij . An expression for ν(A) is given by
Theorem 2.1.2 below.

25
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Let A = (aij), i, j = 1, . . . , n, be a quaternionic matrix. Let I = {i1, . . . , ik},
J = {j1, . . . , jk} be two ordered sets of natural numbers such that all ip and all
jp are distinct. Set

zI,J = ai1j1 āi2j1ai2j2 . . . aikjk
āi1jk

.

Denote by µi(A) the sum of all zI,J(A) such that i1 = i. One can easily see
that µi(A) is a real number since with each monomial zI,J it contains the conjugate
monomial zI,J = zI′,J ′ , where I ′ = {i1, ik, ik−1 . . . , i2}, J = {jk, jk−1, . . . , j1}.

Proposition 2.1.1. The sum µi(A) does not depend on i.

Example. For n = 1 the statement is obvious. For n = 2 we have

µ1(A) = a11ā21a22ā12 + a12ā22a21ā11,

µ2(A) = a22ā12a11ā21 + a21ā11a12ā22.

Note that for two arbitrary quaternions x, y we have xy + ȳx̄ = 2<(xy) =
2<(yx) = yx + x̄ȳ, where <(a) is the real part of the quaternion a. By setting
x = a11ā21, y = a22ā12 one see that µ1(A) = µ2(A).

Proposition 2.1.1 shows that we may omit the index i in µi(A) and denote it
by µ(A).

Let A = (aij), i, j = 1, . . . , n be a matrix. We call an (unordered) set of
square submatrices {A1, . . . , As} where Ap = (aij), i ∈ Ip, j ∈ Jp a complete set
if Ip ∩ Iq = Jp ∩ Jq = ∅ for all p 6= q and ∪pIp = ∪pJp = {1, . . . , n}.

Theorem 2.1.2. Let A = (aij), i, j = 1, . . . , n be a quaternionic matrix. Then

ν(A) =
∑

(−1)k1+···+kp−pµ(A1) . . . µ(Ap),

where the sum is taken over all complete sets (A1, . . . , Ap) of submatrices of A,
ki is the order of the matrix Ai.

Example. For n = 2 we have

ν(A) = ν(a11)ν(a22) + ν(a12)ν(a21)− (a11ā21a22ā12 + a12ā22a21ā11).

Corollary 2.1.3. Let A be a square quaternionic matrix. Fix an arbitrary i ∈
{1, . . . , n}. Then

ν(A) =
∑

(−1)k(B1)−1ν(B1)µ(B2)

where the sum is taken over all complete sets of submatrices (B1, B2) such that
B2 contains an element from the i-th row, k(B1) the order of B1, and ν(B1) = 1
if B2 = A.
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2.2 Quasideterminants of quaternionic matrices

This section contains results from [GRW1].
Let A = (aij) , i, j = 1, . . . , n, be a quaternionic matrix. Let I = {i1, . . . , ik}

and J = {j1, . . . , jk} be two ordered sets of natural numbers 1 ≤ i1, i2, . . . , ik ≤ n
and 1 ≤ j1, j2, . . . , jk ≤ n such that all ip are distinct and all jp are distinct. For
k = 1 set mI,J(A) = ai1j1 . For k ≥ 2 set

mI,J(A) = ai1j2 āi2j2ai2j3 āi3j3ai3j4 . . . āikjk
aikj1 .

If the matrix A is Hermitian, i.e., aji = āij for all i, j, then

mI,J(A) = ai1j2aj2i2ai2j3aj3i3ai3j4 . . . ajkik
aikj1 .

To a quaternionic matrix A = (apq), p, q = 1, . . . , n, and to a fixed row index
i and a column index j we associate a polynomial in apq, āpq, which we call the
(i, j)-th double permanent of A.

Definition 2.2.1. The (i, j)-th double permanent of A is the sum

πij(A) =
∑

mI,J(A),

taken over all orderings I = {i1, . . . , in}, J = {j1, . . . , jn} of {1, . . . , n} such that
i1 = i and j1 = j .

Example. For n = 2
π11(A) = a12ā22a21.

For n = 3

π11(A) = a12ā32a33ā23a21 + a12ā22a23ā33a31 + a13ā33a32ā22a21 + a13ā23a22ā32a31.

For a submatrix B of A denote by Bc the matrix obtained from A by deleting
all rows and columns containing elements from B. If B is a k× k-matrix, then Bc

is a (n− k)× (n− k)-matrix. Bc is called the complementary submatrix of B.
Quasideterminants of a matrix A = (aij) are rational functions of elements

aij . Therefore, for a quaternionic matrix A, its quasideterminants are polynomials
in aij and their conjugates, with coefficients that are rational functions of aij

always taking rational values. The following theorem gives expressions for these
polynomials.

Theorem 2.2.2 If the quasideterminant |A|ij of a quaternionic matrix is defined,
then

ν(Aij)|A|ij =
∑

(−1)k(B)−1ν(Bc)πij(B)(2.2.1)
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where the sum is taken over all square submatrices B of A containing aij , k(B) is
the order of B, and we set ν(Bc) = 1 for B = A.

Recall that the quasideterminant |A|ij is defined if the matrix Aij is in-
vertible. In this case ν(Aij) is invertible, so that formula (2.2.1) indeed gives an
expression for |A|ij .

The right-hand side in (2.2.1) is a linear combination with real coefficients
of monomials of lengths 1, 3, . . . , 2n − 1 in aij and āij . The number µ(n) of such
monomials for a matrix of order n is µ(n) = 1 + (n− 1)2µ(n− 1).

Example. For n = 2

ν(a22)|A|11 = ν(a22)a11 − a12ā22a21.

For n = 3

ν(A11)|A|11 = ν(A11)a11 − ν(a33)a12ā22a21 − ν(a23)a12ā32a31−
− ν(a32)a13ā23a21 − ν(a22)a13ā33a31 + a12ā32a33ā23a21+
+ a12ā22a23ā33a31 + a13ā33a32ā22a21 + a13ā23a22ā32a31.

The example shows how to simplify the general formula for quasideterminants
of matrix of order 3 for quaternionic matrices.

The following theorem, which is similar to Corollary 2.1.3, shows that the
coefficients in formula (2.2.1) are uniquely defined.

Theorem 2.2.3. Let quasideterminants |A|ij of quaternionic matrices are given by
the formula

ξ(Aij)|A|ij =
∑

(−1)k(B)−1ξ(Bc)πij(B)

and all coefficients ξ(C) depend of submatrix C only, then ξ(C) = ν(C) for all
square matrix C.

Example. For n = 2 set a11 = 0. Then ξ(a22)a12a
−1
22 a21 = a12ā22a21. This implies

that ξ(a22) = ā22a22 = ν(a22).



Chapter 3

Noncommutative determinants

Noncommutative determinants were defined in different and, sometimes, not re-
lated situations. In this section we present some results from [GR, GR1, GR2,
GRW1] describing a universal approach to noncommutative determinants and
norms of noncommutative matrices based on the notion of quasideterminants.

3.1 Noncommutative determinants as products of

quasiminors

Let A = (aij), i, j = 1, . . . , n, be a matrix over a division ring R such that all
square submatrices of A are invertible. For {i1, . . . , ik}, {j1, . . . , jk} ⊂ {1, . . . , n}
define Ai1...ik,j1...jk to be the submatrix of A obtained by deleting rows with
indices i1, . . . , ik and columns with indices j1, . . . , jk. Next, for any orderings
I = (i1, . . . , in), J = (j1, . . . , jn) of {1, . . . , n} set

DI,J(A) = |A|i1j1 |Ai1j1 |i2j2 |Ai1i2,j1j2 |i3j3 . . . ainjn .

In the commutative case DI,J(A) is, up the the sign, the determinant of A.
When A is a quantum matrix DI,J(A) differs from the quantum determinant of A
by a factor depending on q [GR, GR1, KL]. The same is true for some other non-
commutative algebras. This suggests to call DI,J(A) the (I, J)-predeterminants
of A. From the “categorical point of view” the expressions DI,Ĩ(A) where I =
(i1, i2, . . . , in), Ĩ = (i2, i3, . . . , in, i1) are particularly important. We denote
DI(A) =
DI,Ĩ(A). It is also convenient to have the basic predeterminant

∆(A) = D{12...n},{23...n1}.(3.1.1)

We use the homological relations for quasideterminants to compare different
DI,J . Here we restrict ourselves to elementary transformations of I and J .

29
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Let I = (i1, . . . , ip, ip+1, . . . , in) and J = (j1, . . . , jp, jp+1, . . . , jn). Set I ′ =
(i1, . . . , ip+1, ip, . . . , in), J ′ = (j1, . . . , jp+1, jp, . . . , jn). Set also

X = |A|i1,j1 |Ai1,j1 |i2,j2 . . . |Ai1...ip−2,j1,...,jp−2 |ip−1,jp−1 ,

Y = |Ai1...ip+1,j1,...,jp+1 |ip+2,jp+2 . . . ain,jn
,

u = |Ai1...ip,j1,...,jp |ip+1,jp+1 ,

w1 = |Ai1...ip−1ip+1,j1,...,jp |ip,jp+1 ,

w2 = |Ai1,...ip,j1,...,jp−1 |ip+1,jp+1 .

Proposition 3.1.1. We have

DI,J ′ = −DI,JY
−1u−1w−1

2 uw2Y,

DI′,J = −Xuw−1
1 X−1DI,JY

−1u−1w1Y.

Let C be a commutative ring with a unit and f : R→ C be a multiplicative
map, i.e. f(ab) = f(a)f(b) for all a, b ∈ R.

Let I = (i1, . . . , in), J = (j1, . . . , jn) be any orderings of (1, . . . , n). For an
element σ from the symmetric group of n-th order set σ(I) = (σ(i1), . . . , σ(in)).
Let p(σ) be the parity of σ.

Proposition 3.1.1 immediately implies the following theorem.

Theorem 3.1.2. In notations of Section 3.1 we have

f(DI,J(A)) = f(−1)p(σ1)+p(σ2)f(Dσ(I),σ(J)(A)).

It follows that f(DI,J(A) is uniquely defined up to a power of f(−1). We call
f(D1...n,1...n)(A)) the f -determinant A and denote it by fD(A). Note that if f is
a homomorphism then f -determinant fD(A) equals to the usual determinant of
the commutative matrix f(A).

Corollary 3.1.3. We have

fD(AB) = fD(A) · fD(B).

When R is the algebra of quaternions and f(a) = ν(a) = aā, or, in other
words, f is the quaternionic norm, then one can see that fD(a) is the matrix
quaternionic norm ν(A) (see Section 2.1).

In Theorems 3.1.4–3.1.6 we present formulas for determinants of triangular
and almost triangular matrices. A matrix A = (aij), i, j = 1, . . . , n, is called an
upper-triangular matrix if aij = 0 for i > j. An upper-triangular matrix A is
called a generic upper-triangular matrix if every square submatrix A consisting of
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the rows i1 ≤ i2 ≤ · · · ≤ ik and the columns j1 ≤ j2 ≤ · · · ≤ jk such that i1 ≤ j1,
i2 ≤ j2, . . . , ik ≤ jk, is invertible.

Theorem 3.1.4. Let A = (aij), i, j = 1, . . . , n, be a generic upper-triangular matrix.
The determinants Di1i2...in(A) are defined if and only if i1 = n. In this case

Dni2...in−1(A) =

= ann · |An,i2 |−1
i2n · ai2i2 · |An,i2 |i2n · |Ani2,i2i3 |−1

i3n · ai3i3 |Ani2,i2i3 |i3n · . . .
·|Ani2i3...in−1,i2i3...in |−1

inn · ainin · |Ani2i3...in−1,i2i3...in |inn.

In particular,

Dn,n−1...2,1(A) = anna
−1
n−1,nan−1,n−1an−1,n . . . a

−1
1n a11a1n.

A matrix A = (aij), i, j = 1, . . . , n, is called an almost upper-triangular
matrix if aij = 0 for i > j + 1. An almost upper-triangular matrix A is called
a Frobenius matrix if aij = 0 for all j 6= n and i 6= j + 1, and aj+1j = 1 for
j = 1, . . . , n− 1.

Theorem 3.1.5. If A is invertible upper-triangular matrix, then

D1,n,n−1...2(A) = |A|1nan,n−1an−1,n−2 . . . a21.

By Proposition 1.2.7, the determinant D1,n,n−1...2(A) of an uppen-triangular
matrix A is polynomial in aij .

Let p(I) be the parity of the ordering I = (i1, . . . , in).

Theorem 3.1.6. If A is a Frobenius matrix and the determinant DI(A) is defined,
then DI(A) = (−1)p(I)+1a1n.

Now let R be a division ring, R∗ = Rr{0} the monoid of invertible elements
in R and π : R∗ → R∗/[R∗, R∗] the canonical homomorphism. To the abelian
group R∗/[R∗, R∗] we adjoin the zero element 0 with obvious multiplication, and
denote the obtained semi-group by R̃. Extend π to a map R → R̃ by setting
π(0) = 0.

We recall here the classical notion of the Dieudonne determinant (see [D, A]).
There exists a unique homomorphism

det : Mn(R) → R̃

such that
(i) detA′ = µ̃detA for any matrix A′ obtained from A ∈ Mn(R) by multi-

plying one row of A from the left by µ;
(ii) detA′′ = detA for any matrix A′′ obtained from A by adding one row to

another;
(iii) det(En) = 1 for the identity matrix En.
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The homomorphism det is called the Dieudonne determinant.
It is known that detA = 0 if rank(A) < n (see [A], Chapter 4). The next

proposition gives a construction of the Dieudonne determinant in the case where
rank(A) = n.

Proposition 3.1.7. Let A be an n×n-matrix over a division ring R. If rank(A) = n,
then

(i) There exist orderings I and J of {1, . . . , n} such that DI,J(A) is defined.
(ii) If DI,J(A) is defined, then the Diedonne determinant is given by the

formula detA = p(I)p(J)π(DI,J(A)), where p(I) is the parity of the ordering I.
Note that in [Dr] Draxl introduced the Dieudonne predeterminant, denoted

δετ . For a generic matrix A over a division ring there exists the Gauss decomposi-
tion A = UDL where U,D,L are upper-unipotent, diagonal, and lower-unipotent
matrices. Then Draxl δετ(A) is defined as the product of diagonal elements in D
from top to the bottom. For nongeneric matrices Draxl used the Bruhat decom-
position instead of the Gauss decomposition.

Proposition 3.1.8. δετ(A) = ∆(A), where ∆(A) is given by (3.1.1).
Proof (for a generic A)Let y1, . . . , yn be the diagonal elements in D from top

to the bottom. As shown in [GR1, GR2] (see also 4.9), yk = |A12...k−1,12...k−1|kk.
Then δετ(A) = y1y2 . . . yn = ∆(A). �

Below we consider below special examples of noncommutative determinants.

3.2 Dieudonne determinant for quaternions

Let A = (aij), i, j = 1, . . . , n, be a quaternionic matrix. If A is not inverstible,
then the Dieudonne determinant of A equals zero. By Proposition 3.1.7, if A is
invertible, there exist orderings I = (i1, . . . , in), J = (j1, . . . , jn) of {1, . . . , n} such
that the following expressions are defined:

DI,J(A) = |A|i1j1 |Ai1j1 |i2,j2 |Ai1i2,j1j2 |i3j3 . . . ainjn
.

By Theorem 2.2.2, DI,J(A) can be expressed as a polynomial in aij and aij with
real coefficients.

In the quaternionic case the Dieudonne determinant D coincides with the
map

det : Mn(H) → R≥0

(see [As]).
The following proposition generalizes a result in [VP].

Proposition 3.2.1 In the quaternionic case for each I, J we have

detA = ν(DI,J(A))1/2

(the positive square root).
The proof of Proposition 3.2.1 follows from the homological relations for

quasideterminants.
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3.3 Moore determinants of Herimitian quaternionic
matrices

A quaternionic matrix A = (aij), i, j = 1, . . . , n, is called Hermitian if aji = āji

for all i, j. It follows that all diagonal elements of A are real numbers and that the
submatrices A11, A12,12, . . . are Hermitian.

The notion of determinant for Hermitian quaternionic matrices was intro-
duced by E. M. Moore in 1922 [M, MB]. Here is the original definition.

Let A = (aij), i, j = 1, . . . , n, be a matrix over a ring. Let σ be a permutation
of {1, . . . , n}. Write σ as a product of disjoint cycles. Since disjoint cycles commute,
we may write

σ = (k11 . . . k1j1)(k21 . . . k2j2) . . . (km1 . . . kmjm
)

where for each i, we have ki1 < kij for all j > 1, and k11 > k21 > · · · > km1. This
expression is unique. Let p(σ) be the parity of σ. The Moore determinant M(A)
is defined as follows:

M(A) =
∑

σ∈Sn

p(σ)ak11,k12 . . . ak1j1 ,k11ak21,k22 . . . akmjm ,km1 .(3.3.1)

(There are equaivalent formulations of this definition; e.g., one can require ki1 >
kij for all j > 1.) If A is Hermitian quaternionic matrix then M(A) is a real
number. Moore determinants have nice features and are widely used (see, for
example, [Al, As, Dy1]).

We will show (Theorem 3.3.2) that determinants of Hermitian quaternionic
matrices can be obtained using our general approach. First we prove that for a
quaternionic Hermitian matrix A, the determinants DI,I′(A) coincide up to a sign.

Recall that ∆(A) = DI,I′(A) for I = {1, . . . , n} and that ∆(A) is a pre-
Dieudonne determinant in the sense of [Dr]. If A is Hermitian, then ∆(A) is a
product of real numbers and, therefore, ∆(A) is real.

Proposition 3.3.1. Let p(I) be the parity of the ordering I. Then ∆(A) =
p(I)p(J)DI,J(A). The proof follows from homological relations for quasideter-
minants.

Theorem 3.3.2. Let A be a Hermitian quaternionic matrix. Then ∆(A) = M(A)
(see (3.3.1)).

Proof. We use the noncommutative Sylvester formula for quasideterminants (The-
orem 1.5.2).

For i, j = 2, . . . , n define a Hermitian matrix Bij by the formula

Bij =
(
a11 a1j

ai1 aij

)
.

Let bij = M(Bij) and cij = |Bij |11.
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Note that B = (bij) and C = (cij) also are Hermitian matrices. It follows
from (3.3.1) that M(A) = a2−n

nn M(B). Note, that M(B) = an−1
nn M(C), therefore,

M(A) = annM(C).
By noncommutative Sylvester identity, |A|11 = |C|11, |A11|22 = |C11|22, . . . .

So,

|A11|22|A11|22 . . . |A12...n−1,12...n−1|n−1,n−1 =
= |C11|22|C11|22 . . . |C12...n−1,12...n−1|n−1,n−1.

The product on the left-hand side equals ∆(A)a−1
nn and the product on right-hand

side equals ∆(C), so ∆(A) = ∆(C)ann = M(A). � �

3.4 Moore determinants and norms of quaternionic ma-

trices

Proposition 3.4.1. For generic matrices A,B we have

ν(A) = ∆(A)∆(A∗) = ∆(AA∗).

Since AA∗ is a Hermitian matrix, one has the following

Corollary 3.4.2. ν(A) = M(AA∗).

3.5 Study determinants

An embedding of the field of complex numbers C into H is defined by an image of
i ∈ C. Chose the embedding given by x+yi 7→ x+yi+0j+0k, where x, y ∈ R and
identify C with its image in H. Then any quaternion a can be uniquely written as
a = α+ jβ where α, β ∈ C.

Let M(n, F ) be the algebra of matrices of order n over a field F . Define a
homomorphism θ : H →M(2,C) by setting

θ(a) =
(
α −β̄
β ᾱ

)
.

For A = (aij) ∈ M(n,H), set θn(A) = (θ(aij)). This extends θ to homomorhism
of matrix algebras

θn : M(n,H) →M(2n,C).

In 1920, Study [S] defined a determinant S(A) of a quaternionic matrix A of
order n by setting S(A) = det θn(A). Here det is the standard determinant of a
complex matrix. The following proposition is well known (see [As]).
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Proposition 3.5.1. For any quaternionic matrix A

S(A) = M(AA∗).

The proof in [As] was based on properties of eigenvalues of quaternionic ma-
trices. Our proof based on Sylvester’s identity and homological relations actually
shows that S(A) = ν(A) for a generic matrix A.

3.6 Quantum determinants

Note, first of all, that quantum determinants and the Capelli determinants (to be
discussed in Section 3.7) are not defined for all matrices over the corresponding
algebras. For this reason, they are not actual determinants, but, rather, “determi-
nant-like” expressions. However, using the traditional terminology, we will talk
about quantum and Capelli determinants.

We say that A = (aij), i, j = 1, . . . , n, is a quantum matrix if, for some cen-
tral invertible element q ∈ F , the elements aij satisfy the following commutation
relations:

aikail = q−1ailaik for k < l,

aikajk = q−1ajkaik for i < j,

ailajk = ajkail for i < j, k < l,(3.6.1)

aikajl − ajlaik = (q−1 − q)ailajk for i < j, k < l.

Denote by A(n, q) the algebra with generators (aij), i, j = 1, . . . , n, satisfy-
ing relations (3.6.1). The center of this algebra is the one-dimensional subspace
generated by the so called quantum determinant of A.

The quantum determinant detq A is defined as follows:

det qA =
∑

σ∈Sn

(−q)−l(σ)a1σ(1)a2σ(2) . . . anσ(n),

where l(σ) is the number of inversions in σ.
If A is a quantum matrix, then any square submatrix of A also is a quantum

matrix with the same q.
Note that the algebra A(n, q) admits the ring of fractions.

Theorem 3.6.1. ([GR, KL]) In the ring of fractions of the algebra A(n, q) we have
we have

det qA = (−q)i−j |A|ij · det qA
ij = (−q)i−j det qA

ij · |A|ij .
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Corollary 3.6.2. ([GR, KL]) In the ring of fractions of the algebra A(n, q) we have

det qA = |A|11|A11|22 . . . ann

and all factors on the right-hand side commute.
An important generalization of this result for matrices satisfying Faddeev–

Reshetikhin–Takhtadjan relations is given in [ER].

3.7 Capelli determinants

Let X = (xij), i, j = 1, . . . , n be a matrix of formal commuting variables and
XT the transposed matrix. Let D = (∂ij), ∂ij = ∂/∂xij , be the matrix of the
corresponding differential operators. Since each of the matrices X, D consists of
commuting entries, detX and detD make sense. Let us set XTD = (fij), so that
fij =

∑
k xki∂/∂xkj .

Let W be a diagonal matrix, W = diag(0, 1, 2, . . . , n).
By definition, the Capelli determinant detCap of XTD − W equals to the

sum ∑
σ∈Sn

(−1)l(σ)fσ(1)1(fσ(2)2 − δσ(2)2) . . . (fσ(n)n − (n− 1)δσ(n)n).

The classical Capelli identity says that the sum is equal to detX detD.
Set Z = XTD−In. It was shown in [GR1, GR2] that the Capelli determinant

can be expressed as a product of quasideterminants. More precisely, let D be the
algebra of polynomial differential operators with variables xij .

Theorem 3.7.1. In the ring of fractions of the algebra D we have

|Z|11|Z11|22 . . . znn = detX detD

and all factors on the left-hand side commute.
It is known [We] that the right-hand side in the theorem is equal to the

Capelli determinant.
This theorem can also be interpreted in a different way.
Let A = (eij), i, j = 1, . . . n be the matrix of the standard generators of

the universal enveloping algebra U(gln). Recall that these generators satisfy the
relations

[eij , ekl] = δjkeil − δliekj .

Let En be the identity matrix of order n. It is well known (see, for example,
[Ho]) that coefficients of the polynomial in a central variable t

det(In + tA) :=
∑

σ∈Sn

(−1)l(σ)(δσ(1)1 + teσ(1)1) . . . (δσ(n)n + t(eσ(n)n− (n−1)δσ(n)n))

generate the center of U(gln).
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Theorem 3.7.1 can be reformulated in the following way [GKLLRT].

Theorem 3.7.2 det(In + tA) can be factored in the algebra of formal power series
in t with coefficients in U(gln):

det(In + tA) = (1 + te11)

∣∣∣∣∣1 + t(e11 − 1) te12

te21 1 + t(e22 − 1)

∣∣∣∣∣ · . . .
·

∣∣∣∣∣∣∣
1 + t(e11 − n+ 1) . . . te1n

. . . . . . . . .

ten1 . . . 1 + t(enn − n+ 1)

∣∣∣∣∣∣∣
and the factors on the right-hand side commute with each other.
The above version is obtained by using the classical embedding of U(gln) into

the Weyl algebra generated by (xij , ∂/∂xij), i, j = 1, . . . , n, where eij corresponds
to

fij =
n∑

k=1

xki∂/∂xkj

.

3.8 Berezinians

Let p(k) be the parity of an integer k, i.e. p(k) = 0 if k is even and p(k) = 1 if k
is odd. A (commutative) super-ring over R0 is a ring R = R0 ⊕R1 such that

(i) aiaj ∈ Rp(i+j) for any am ∈ Rm, m = 0, 1,
(ii) ab = ba for any a ∈ R0, b ∈ R, and cd = −dc for any c, d ∈ R1.

Let A =
(
X Y
Z T

)
be an (m + n) × (m + n)-block-matrix over a super-ring

R = R0⊕R1, where X is an m×m-matrix over R0, T is an n×n-matrix over R0,
and Y, Z are matrices over R1. If T is an invertible matrix, then X−Y T−1Z is an
invertible matrix over commutative ring R0. Super-determinant, or Berezinian, of
A is defined by the following formula:

BerA = det(X − Y T−1Z) detT−1.

Note that BerA ∈ R0.

Theorem 3.8.1 Let R0 be a field. Set Jk = {1, 2, . . . , k}, k ≤ m + n and A(k) =
AJk,Jk . Then BerA is a product of elements of R0:

BerA = |A|11|A(1)|22 . . . |A(m−1)|mm|A(m)|−1
m+1,m+1 . . . |A(m+n−1)|−1

m+n,m+n.
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3.9 Cartier-Foata determinants

Let A = (aij), i, j = 1, . . . , n be a matrix such that the entries aij and akl commute
when i 6= k. In this case Cartier and Foata [CF, F] defined a determinant of A as

det CFA =
∑

σ∈Sn

(−1)l(σ)a1σ(1)a2σ(2) . . . anσ(n).

The order of factors in monomials a1σ(1)a2σ(2) . . . anσ(n) is insignificant.
Let Cn be the algebra over a field F generated by (aij), i, j = 1, . . . , n, with

relations aijakl = aklaij if i 6= k. Algebra Cn admits the ring of fractions.

Theorem 3.9.1. In the ring of fractions of algebra Cn, let A = (aij), i, j = 1, . . . , n
be a matrix such that the entries aij and akl commute when i 6= k.

|A|pq = (−1)p+q det CF (Apq)−1 det CFA3.9.1

and all factors in (3.9.1) commute.

Corollary 3.9.2. In the ring of fractions of algebra Cn we have

detCF = |A|11|A11|22 . . . ann

and all factors commute.
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Noncommutative Plücker and
Flag Coordinates

Most of the results described in this section were obtained in [GR4].

4.1 Commutative Plücker coordinates

Let k ≤ n and A be a k × n-matrix over a commutative ring R. Denote by
A(i1, . . . , ik) the k×k-submatrix of A consisting of columns labeled by the indices
i1, . . . , ik. Define pi1...ik

(A) := detA(i1, . . . , ik). The elements pi1...ik
(A) ∈ R are

called Plücker coordinates of the matrix A. The Plücker coordinates pi1...ik
(A)

satisfy the following properties:
(i) (invariance) pi1...ik

(XA) = detX · pi1...ik
(A) for any k× k-matrix X over

R;
(ii) (skew-symmetry) pi1...ik

(A) are skew-symmetric in indices i1, . . . , ik; in
particular, pi1...ik

(A) = 0 if a pair of indices coincides;
(iii) (Plücker relations) Let i1, . . . , ik−1 be k − 1 distinct numbers which are

chosen from the set 1, . . . , n, and j1, . . . , jk+1 be k + 1 distinct numbers chosen
from the same set. Then

k∑
t=1

(−1)tpi1...ik−1jt
(A)pj1...jt−1jt+1...jk+1(A) = 0.

Example. For k = 2 and n = 4 the Plücker relations in (iii) imply the famous
identity

(4.1.1) p12(A)p34(A)− p13(A)p24(A) + p23(A)p14(A) = 0.

Historically, Plücker coordinates were introduced as coordinates on Grass-
mann manifolds. Namely, let R = F be a field and Gk,n the Grassmannian of

39
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k-dimensional subspaces in the n-dimensional vector space Fn. To each k × n-
matrix A of rank k we associate the subspace of Fn generated by the rows of A.
By the invariance property (i), we can view each Plücker coordinate pi1...ik

as a
section of a certain ample line bundle on Gk,n, and all these sections together de-
fine an embedding of Gk,n into the projective space PN of dimension N =

(
k
n

)
−1.

In this sense, Plücker coordinates are projective coordinates on Gk,n.

4.2 Quasi-Plücker coordinates for n× (n + 1)- and

(n + 1)× n-matrices

Let A = (aij), i = 1, . . . , n, j = 0, 1, . . . , n, be a matrix over a division ring
R. Denote by A(k) the n × n-submatrix of A obtained from A by removing the
k-th column and suppose that all A(k) are invertible. Choose an arbitrary s ∈
{1, . . . , n}, and denote

q
(s)
ij (A) = |A(j)|−1

si |A
(i)|sj .

Proposition 4.2.1. The element q(s)ij (A) ∈ R does not depend on s. We denote the

common value of q(s)ij (A) by qij(A) and call qij(A) the left quasi-Plücker coordinates
of the matrix A.

Proof. of Proposition 4.2.1 Considering the columns of the matrix A as n + 1
vectors in the right n-dimensional space Rn over R, we see that there exists a
nonzero (n+ 1)-vector (x1, . . . , xn+1) ∈ Rn+1 such that

A

x0

. . .
xn

 = 0.

This means that

A(j)


x0

. . .
x̂j

. . .
xn

 = −


a1j

. . .

anj

xj .

Since all submatrices A(k) are invertible, each xI is a nonzero element of R.
Cramer’s rule and transformations properties for quasideterminanats imply that
|A(j)|sixi = −|A(i)|sjxj . Therefore,

(4.1) q
(s)
ij (A) = |A(j)|−1

si |A
(i)|sj = −xix

−1
j

does not depend on s. �

Proposition 4.2.2. If g is an invertible n×n-matrix over R, then qij(gA) = qij(A).
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Proof. We have gA

x0

. . .
xn

 = 0. Therefore, qij(gA) = −xix
−1
j = qij(A). � �

In the commutative case, qij(A) is a ratio of two Plücker coordinates: qij(A) =
p1,...,bj,...,n/p1,...,bi,...,n = detA(j)/detA(i).

Similarly, we define the right quasi-Plücker coordinates rij(B) for (n+1)×n-
matrix B = (bji). Denote by B(k) the submatrix of B obtained from B by removing
the k-th row. Suppose that all B(k) are invertible, choose s ∈ {1, . . . , n}, and set
r
(s)
ij (B) = |B(j)|is|B(i)|−1

js .

Proposition 4.2.3. (i)The element r(s)ij (B) does not depend of s.

Denote the common value of elements r(s)ij (B) by rij(B).
(ii) If g is an invertible n× n-matrix over R, then rij(Bg) = rij(B).
In the commutative case, rij(A) = detB(j)/detB(i).

4.3 Definition of left quasi-Plücker coordinates. Gen-
eral case

Let A = (apq), p = 1, . . . , k, q = 1, . . . , n, k < n, be a matrix over a division
ring R. Choose 1 ≤ i, j, i1, . . . , ik−1 ≤ n such that i /∈ I = {i1, . . . , ik−1}. Let
A(i, j, i1, . . . , ik−1) be the k × (k + 1)-submatrix of A with columns labeled by
i, j, i1, . . . , ik−1.

Definition 4.3.1 Define left quasi-Plücker coordinates qI
ij(A) of the matrix A by

the formula
qI
ij(A) = qij(A(i, j, i1, . . . , ik−1)).

By Proposition 4.2.1, left quasi-Plücker coordinates are given by the formula

qI
ij(A) =

∣∣∣∣∣∣
a1ia1i1 . . . a1,ik−1

. . .
akiaki1 . . . akik−1

∣∣∣∣∣∣
−1

si

·

∣∣∣∣∣∣
a1ja1,i1 . . . a1,ik−1

. . .
akjaki1 . . . akik−1

∣∣∣∣∣∣
sj

for an arbitrary s, 1 ≤ s ≤ k.

Proposition 4.3.2. If g is an invertible k×k-matrix over R, then qI
ij(gA) = qI

ij(A).

Proof. Use Proposition 4.2.2. �

In the commutative case qI
ij = pjI/piI , where pα1...αk

are the standard
Plücker coordinates.
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4.4 Identities for the left quasi-Plücker coordinates

The following properties of qI
ij immediately follow from the definition.

(i) qI
ij does not depend on the ordering on elements in I;

(ii) qI
ij = 0 for j ∈ I;

(iii) qI
ii = 1 and qI

ij · qI
jk = qI

ik.

Theorem 4.4.1. (Skew-symmetry) Let N , |N | = k+1, be a set of indices, i, j,m ∈
N . Then

q
Nr{i,j}
ij · qNr{j,m}

jm · qN\{m,i}
mi = −1.

Theorem 4.4.2.(Plücker relations) Fix M = (m1, . . . ,mk−1), L = (`1, . . . , `k). Let
i /∈M . Then ∑

j∈L

qM
ij · qL\{j}

ji = 1.

Examples. Suppose that k = 2.
1) From Theorem 4.4.1 it follows that

q
{`}
ij · q{i}j` · q{j}`i = −1.

In the commutative case, q{`}ij = pj`

pi`
so this identity follows from the skew-

symmetry pij = −pji.
2) From Theorem 4.4.2 it follows that for any i, j, `,m

q
{`}
ij · q{m}

ji + q
{`}
im · q{j}mi = 1.

In the commutative case this identity implies the standard identity (cf. (4.1.1))

pij · p`m − pi` · pjm + pim · p`j = 0.

Remark. The products p{`}ij p
{m}
ji (which in the commutative case are equal to

pj`

pi`
· pim

pjm
) can be viewed as noncommutative cross-ratios.

To prove Theorems 4.4.1 and 4.4.2 we need the following lemma. Let A =
(aij), i = 1, . . . , k, j = 1, . . . , n, k < n, be a matrix over a division ring. Denote
by Aj1,...,j`

, ` ≤ n, the k× `-submatrix (aij), i = 1, . . . , k, j = j1, . . . , j`. Consider
the n× n-matrix

X =
(
A1...k Ak+1...n

0 En−k

)
,
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where Em is the identity matrix of order m.

Lemma 4.4.3. Let j < k < i. If q1...ĵ...k
ij (A) is defined, then |X|ij is defined and

(4.4.1) |X|ij = −q1...ĵ...k
ij (A).

Proof. We must prove that

(4.4.2) |X|ij = −|A1...ĵ...ki|
−1
si · |A1...k|sj

provided the right-hand side is defined. We will prove this by induction on ` = n−k.
Let us assume that formula (2.2) holds for l = m and prove it for ` = m + 1.
Without loss of generality we can take j = 1, i = k + 1. By homological relations
(Theorem 1.4.3)

|X|k+1,1 = −|Xk+1,1|−1
s,k+1 · |X

k+1,k+1|s1

for an appropriate 1 ≤ s ≤ k. Here

Xk+1,1 =
(
A2...k+1 Ak+2...n

0 En−k−1

)
,

Xk+1,k+1 =
(
A1...k Ak+2...n

0 En−k−1

)
.

By the induction assumption

|Xk+1,1|s,k+1 = −|A23...kk+2|−1
s,k+2 · |A23...k+1|s,k+1,

|Xk+1,k+1|s1 = −|A23...kk+2|−1
s,k+2 · |A1...k|s1

and |X|k+1,1 = −p23...k
k+1,1. � �

To prove Theorem 4.4.2 we apply the second formula in Theorem 1.6.4 to
the matrix

X =
(
A1...k Ak+1...n

0 En−k

)
for M = (k + 1, . . . , n) and any L such that |L| = n − k − 1. By Lemma 4.4.3,
|X|mi` = −q1...ˆ̀...k(A), |XMi,L|miq = −p1...n\L

miq (A), and Theorem 4.4.2 follows
from Theorem 1.6.4. �

To prove Theorem 4.4.1 it is sufficient to take the matrix X for n = k + 1
and use homological relations. �

Theorem 4.4.4. Let A = (aij), i = 1, . . . , k, j = 1, . . . , n, be a matrix with formal
entries and f(aij) an element of a free skew-field F generated by aij. Let f be
invariant under the transformations

A→ gA
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for all invertible k × k-matrices g over F . Then f is a rational function of the
quasi-Plücker coordinates.

Proof. Let bij = aij for i, j = 1, . . . , k. Consider the matrix B = (bij). Then
B−1 = (|B|−1

ji ). Set C = (cij) = B−1A. Then

cij =

{
δij for j ≤ k,

q1...̂i...k
ij (A) for j > k.

By invariance, f is a rational expression of cij with j > k. �

4.5 Right quasi-Plücker coordinates

Consider a matrix B = (bpq), p = 1, . . . , n; q = 1, . . . , k, k < n over a divi-
sion ring F . Choose 1 ≤ i, j, i1, . . . , ik−1 ≤ n such that j /∈ I = (i1, . . . , ik−1).
Let B(i, j, i1, . . . , ik−1) be the (k + 1) × k-submatrix of B with rows labeled by
i, j, i1, . . . , ik−1.

Definition 4.5.1 Define right quasi-Plücker coordinates rI
ij(B) of the matrix B by

the formula
rI
ij(B) = rij(B(i, j, i1, . . . , ik−1)).

By Proposition 4.2.3, right quasi-Plücker coordinates are given by the formula

rI
ij(B) =

∣∣∣∣∣∣∣∣
bi1 . . . bik
bi11 . . . bi1k

. . .
bik−11 . . . bik−1k

∣∣∣∣∣∣∣∣
it

·

∣∣∣∣∣∣∣∣
bj1 . . . bjk

bi11 . . . bi1k

. . .
bik−11 . . . bik−1k

∣∣∣∣∣∣∣∣
−1

jt

for an arbitrary t, 1 ≤ t ≤ k.

Proposition 4.5.2. rI
ij(Bg) = rI

ij(B) for each invertible k × k-matrix g over F .

4.6 Identities for the right quasi-Plücker coordinates

Identities for rI
ij are dual to correspoding identities for the left quasi-Plücker co-

ordinates qI
ij . Namely,

(i) rI
ij does not depend on the ordering on elements of I;

(ii) rI
ij = 0 for i ∈ I;

(iii) rI
ii = 1 and rI

ij · rI
jk = rI

ik.
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Theorem 4.6.1. (Skew-symmetry) Let N , |N | = k+1, be a set of indices, i, j,m ∈
N . Then

r
Nr{i,j}
ij · rNr{j,m}

jm · rN\{m,i}
mi = −1.

Theorem 4.6.2. (Plücker relations) Fix M = (m1, . . . ,mk−1), L = (`1, . . . , `k). Let
i /∈M . Then ∑

j∈L

r
L\{j}
ij rM

ij = 1.

4.7 Duality between quasi-Plücker coordinates

Let A = (aij), i = 1, . . . , k, j = 1, . . . , n; and B = (brs), r = 1, . . . , n, s =
1, . . . , n− k. Suppose that AB = 0. (This is equivalent to the statement that the
subspace generated by the rows of A in the left linear space Fn is dual to the
subspace generated by the columns of B in the dual right linear space.) Choose
indices 1 ≤ i, j ≤ n and a subset I ⊂ [1, n], |I| = k − 1, such that i /∈ I. Set
J = ([1, n] \ I) \ {i, j}.

Theorem 4.7.1. We have
qI
ij(A) + rJ

ij(B) = 0.

4.8 Quasi-Plücker coordinates for k×n-matrices for dif-

ferent k

Let A = (aαβ), α = 1, . . . , k, β = 1, . . . , n, be a k × n-matrix over a noncom-
mutative division ring R and A′ a (k − 1) × n-submatrix of A. Choose 1 ≤
i, j,m, j1, . . . , jk−2 ≤ n such that i 6= m and i,m /∈ J = {j1, . . . , jk−2}.

Proposition 4.8.1. We have

qJ
ij(A

′) = q
J∪{m}
ij (A) + qJ

im(A′) · qJ∪{i}
mj (A).

4.9 Applications of quasi-Plücker coordinates

Row and column expansion of a quasideterminant

Some of the results obtained in [GR], [GR1], [GR2] and partially presented in
Section I can be rewritten in terms of quasi-Plücker coordinates.



46 Chapter 4. Noncommutative Plücker and Flag Coordinates

Let A = (aij), i, j = 1, . . . , n, be a matrix over a division ring R. Choose
1 ≤ α, β ≤ n. Using the notation of section I let B = A{α},∅, C = A∅,{β} be the
(n − 1) × n and n × (n − 1) submatrices of A obtained by deleting the α-th row
and the β-th column respectively. For j 6= β and i 6= α set

qjβ = q1...ĵ...β̂...n
jβ (B),

rαi = r1...α̂...̂i...n
αi (C).

Proposition 4.9.1. (i) |A|αβ = aαβ −
∑

j 6=β aαjqjβ,
(ii) |A|αβ = aαβ −

∑
i 6=α rαiaiβ

provided the terms in the right-hand side of these formulas are defined.

Homological relations

Proposition 4.9.2. In the previous notation,
(i) |A|−1

ij · |A|i` = −qj` (row relations)
(ii) |A|ij · |A|−1

kj = −rik (column relations).

Corollary 4.9.3. In the previous notation, let (i1, . . . , is), (j1, . . . , jt) be sequences
of indices such that i 6= i1, i1 6= i2, . . . , is−1 6= is; j 6= j1, j1 6= j2,. . . , jt−1 6= jt.
Then

|A|isjt
= qisis−1 . . . qi2i1qi1i · |A|ij · rjj1rj1j2 . . . rjt−1jt

.

Example. For a matrix A =
(
a11 a12

a21 a22

)
we have

|A|22 = a21 · a−1
11 · |A|11 · a−1

22 · a22,

|A|11 = a12 · a−1
22 · a21 · a−1

11 · |A|11 · a−1
21 · a22 · a−1

12 · a11.

Matrix multiplication

The following formula was already used in the proof of Theorem 4.4.4. Let A =
(aij), i = 1, . . . , n, j = 1, . . . ,m, n < m, B = (aij), i = 1, . . . , n, j = 1, . . . , n,
C = (aik), i = 1, . . . , n, k = n+ 1, . . . ,m.

Proposition 4.9.4. Let the matrix B be invertible. Then q1...̂i...n
ik (A) are defined for

i = 1, . . . n, k = n+ 1, . . .m, and

B−1C = (q1...̂i...n
ik (A)), i = 1, . . . , n, k = n+ 1, . . . ,m.
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Quasideterminant of the product

Let A = (aij), B = (bij), i, j = 1, . . . n be matrices over a division ring R. Choose
1 ≤ k ≤ n. Consider the (n− 1)×n-matrix A′ = (aij), i 6= k, and the n× (n− 1)-
matrix B′′ = (bij), j 6= k.

Proposition 4.9.5. We have

|B|kk · |AB|−1
kk · |A|kk = 1 +

∑
α6=k

rkα · qαk,

where rkα = r1...α̂...n
kα (B′′) are right quasi-Plücker coordinates and qαk =

q1...α̂...n
αk (A′) are left quasi-Plücker coordinates, provided all expressions are de-

fined.
The proof follows from the multiplicative property of quasideterminants and

Proposition 4.9.2.

Gauss decomposition

Consider a matrix A = (aij), i, j = 1, . . . , n, over a division ring R. Let Ak = (aij),
i, j = k, . . . n, Bk = (aij), i = 1, . . . n, j = k, . . . n, and Ck = (aij), i = k, . . . n,
j = 1, . . . n. These are submatrices of sizes (n−k+1)× (n−k+1), n× (n−k+1),
and (n− k + 1)× n respectively. Suppose that the quasideterminants

yk = |Ak|kk, k = 1, . . . , n,

are defined and invertible in R.

Theorem 4.9.6. (see [GR1, GR2])

A =

1 xαβ

. . .
0 1


y1 0

. . .
0 yn


 1 0

. . .
zβα 1

 ,

where

xαβ = rβ+1...n
αβ (Bβ), 1 ≤ α < β ≤ n,

zβα = qβ+1...n
βα (Cβ), 1 ≤ α < β ≤ n.

Similarly, let A(k) = (aij), i, j = 1, . . . , k, B(k) = (aij), i = 1, . . . , n, j =
1, . . . , k, C(k) = (aij), i = 1, . . . , k, j = 1, . . . , n. Suppose that the quasidetermi-
nants

y′k = |A(k)|kk, k = 1, . . . , n,
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are defined and invertible in R.

Theorem 4.9.7 We have

A =

 1 0
. . .

x′βα 1


y

′
1 0

. . .
0 y′n


1 z′αβ

. . .
0 1

 ,

where

x′βα = r1...α−1
βα (B(α)), 1 ≤ α < β ≤ n,

z′αβ = q1...α−1
αβ (C(α)), 1 ≤ α < β ≤ n.

Bruhat decompositions

A generalization of Theorem 4.9.6 is given by the following noncommutative analog
of the Bruhat decomposition.

Definition. A square matrix P with entries 0 and 1 is called a permutation matrix
if in each row of P and in each column of P there is exactly one entry 1.

Theorem 4.9.8 (Bruhat decomposition) For an invertible matrix A over a divi-
sion ring there exist an upper-unipotent matrix X, a low-unipotent matrix Y , a
diagonal matrix D and a permutation matrix P such that

A = XPDY.

Under the additional condition that P−1XP is an upper-unipotent matrix, the
matrices X,P,D, Y are uniquely determined by A.

Note that one can always find a decomposition A = XPDY that satisfies
the additional condition.

The entries of matrices X and Y can be written in terms of quasi-Plücker
coordinates of submatrices of A. The entries of D can be expressed as quasiminors
of A.

Examples. Let A =
(
a11 a12

a21 a22

)
. If a22 6= 0, then

A =
(

1 a12a
−1
22

0 1

) (
|A|11 0

0 a22

) (
1 0

a−1
22 a21 1

)
.

If a22 = 0 and the matrix A is invertible, then a12 6= 0. In this case,(
a11 a12

a21 0

)
=

(
0 1
1 0

) (
a21 0
0 a12

) (
1 0

a−1
12 a11 1

)
.

An important example of quasi-Plücker coordinates for the Vandermonde
matrix will be considered later.
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4.10 Flag coordinates

Noncommutative flag coordinates were introduced in [GR1, GR2].
Let A = (aij), i = 1, . . . , k, j = 1, . . . , n, be a matrix over a division ring R.

Let Fp be the subspace of the left vector space Rn generated by the first p rows
of A. Then mathcalF = (F1 ⊂ F2 ⊂ · · · ⊂ Fk) is a flag in Rn. Put

fj1...jk
(F) =

∣∣∣∣∣∣
a1j1 . . . a1jk

. . .
akj1 . . . akjk

∣∣∣∣∣∣
kj1

.

In [GR1, GR2] the functions fj1...jk
(F) were called the flag coordinates of F .

Transformations properties of quasideterminants imply that fj1...jk
(F) does not

depend on the order of the indices j2, . . . , jk.

Proposition 4.10.1. (see [GR1, GR2]) The functions fj1...jm
(F) do not change

under left multiplication of A by an upper unipotent matrix.

Theorem 4.10.2. (see [GR1, GR2]) The functions fj1...jk
(F) possess the following

relations:

fj1j2j3...jk
(F)fj1j3...jk

(F)−1 = −fj2j1...jk
(F)fj2j3...jk

(F)−1,

fj1...jk
(F)fj1...jk−1(F)−1 + fj2...jkj1(F)fj2...jk

(F)−1

+ · · ·+ fjkj1...jk−1(F)fjkj1...jk−2(F)−1 = 0

Example. Let A =
(
a11 a12 a13

a21 a22 a23

)
. Then f12(F)a−1

11 = −f21(F)a−1
12 and

f12(F)a−1
11 + f23(F)a−1

12 + f31(F)a−1
13 = 0.

It is easy to see that

q
i1...ik−1
ij (A) =

(
fii1...ik−1(F)

)−1 · fji1...ik−1(F).

Theorems 4.4.1 and 4.4.2 can be deduced from Theorem 4.10.2.

4.11 Positive quasiminors

The results in this subsection appeared in [BR].
Recall, that for a given matrix A ∈Matn(R) and I, J ⊂ [1, n] = {1, 2, . . . , n}

we denote by AI,J the submatrix with the I rows and columns J . And, if |I| = |J |,
i.e., when AI,J is a square matrix, for any i ∈ I, j ∈ J denote by |AI,J |i,j the
quasideterminant of the submatrix AI,J with the marked position (i, j).

Let us denote by ∆i(A) the principal i× i-quasiminor of A ∈Matn(R), i.e.,

∆i(A) = |A{1,2,...,i},{1,2,...,i}|i,i .
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The following fact is obvious.

Lemma 4.11.1 For any I, J ⊂ {1, 2, . . . , n} such that |I| = |J | = k and any i ∈ I,
j ∈ J there exist permutations u, v of {1, 2, . . . , n} such that I = u{1, . . . , k},
J = v{1, . . . , k}, i = u(k), j = v(k), and for any A ∈Matn(R) we have:

∆k(u−1 ·A · v) = |AI,J |i,j .

(where we identified the permutations u and v with their corresponding n × n
matrices).

Definition. For I, J ⊂ [1, n], |I| = |J |, i ∈ I, j ∈ J define the positive quasiminor
∆i,j

I,J as follows.

∆i,j
I,J(A) = (−1)di(I)+dj(J)|AI,J |i,j

where di(I) (resp. dj(J)) is the number of those elements of I (resp. of J) which
are greater than i (resp. than j).

The definition is motivated by the fact that for a commutative ring R one
has

∆i,j
I,J(A) =

det(AI,J)
det(AI′,J ′)

,

where I ′ = I \ {i}, J ′ = J \ {j}. That is, a positive quasiminor is a positive ratio
of minors.

Let Sn be the group of permutations on {1, 2, . . . , n} and k ∈ [1, n]. For any
permutations u, v ∈ Sn set

∆k
u,v(A) := ∆i,j

I,J(A) = (−1)di(I)+dj(J)∆k(u−1 ·A · v) ,

where I = u{1, . . . , k}, J = v{1, . . . , k}, i = u(k), j = v(k).
Denote by Dn = Dn(R) the set of all diagonal n× n matrices over R.
Clearly, positive quasiminors satisfy the relation:

∆k
u,v(hAh′) = hu(k)∆k

u,v(A)h′v(k)

for h = diag(h1, . . . , hn), h′ = diag(h′1, . . . , h
′
n) ∈ Dn, and k = 1, 2, . . . , n.

Let σ be an involutive automorphism of Matn(R) defined by

σ(A)ij = an+1−i,n+1−j ,

The following fact follows from the elementary properties of quasidetermi-
nants Let w0 = (n, n− 1, . . . , 1) be the longest permutation in Sn.

Lemma 4.11.2 For any u, v ∈ Sn, and A ∈Matn(R) we have

∆i
u,v(σ(A)) = ∆i

w0u,w0v(A)
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Now we present some less obvious identities for positive quasiminors. For
each permutation v ∈ Sn denote by `(v) the number of inversions of v. Also for
i = 1, 2, . . . , n− 1 denote by si the simple transposition (i, i+ 1) ∈ Sn.

Proposition 4.11.3 Let u, v ∈ Sn and i ∈ [1, n − 1] be such that l(usi) = l(u) + 1
and l(vsi) = l(v) + 1. Then

∆i
usi,vsi

= ∆i
usi,v(∆i

u,v)−1∆i
u,vsi

+ ∆i+1
u,v ,

(∆i
usi,v)−1∆i+1

u,v = (∆i
u,v)−1∆i+1

usi,v ,∆
i+1
u,v (∆i

u,vsi
)−1 = ∆i+1

u,vsi
(∆i

u,v)−1,

∆i+1
u,v (∆i+1

usi,v)−1 = ∆i
usi,v(∆i

u,v)−1 , (∆i+1
u,vsi

)−1∆i+1
u,v = (∆i

u,v)−1∆i
u,vsi

.

Proof. Clearly, the fourth and the fifth identities follow from the second and
the third. Using Lemma 4.11.1 and the Gauss factorization it suffices to take
u = v = 1, i = 1 in the first three identities, i.e., work with 2× 2 matrices. Then
the first three identities will take respectively the following obvious forms:

a22 = a21a
−1
11 a12 +

∣∣∣∣a11 a12

a21 a22

∣∣∣∣ ,

a−1
21

∣∣∣∣a11 a12

a21 a22

∣∣∣∣ = −a−1
11

∣∣∣∣a11 a12

a21 a22

∣∣∣∣ , ∣∣∣∣a11 a12

a21 a22

∣∣∣∣ a−1
12 = −

∣∣∣∣ a11 a12

a21 a22

∣∣∣∣ a−1
11 .

One can prove the next proposition presenting some generalized Plücker re-
lations.

Proposition 4.11.4 Let u, v ∈ Sn and i ∈ [1, n− 2]. If l(usisi+1si) = l(u) + 3, then

∆i+1
usi+1,v = ∆i+1

usisi+1,v + ∆i
usi+1si,v(∆i

usi,v)−1∆i+1
u,v .

If l(vsisi+1si) = l(v) + 3, then

∆i+1
u,vsi+1

= ∆i+1
u,vsisi+1

+ ∆i+1
u,v (∆i

u,vsi
)−1∆i

u,vsi+1si
.
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Noncommutative traces,
determinants and eigenvalues

In this section we discuss noncommutative traces, determinants and eigenvalues.
Our approach to noncommutative determinants in this Section is different from
our approach described in Section 3.

Classical (commutative) determinants play a key role in representation the-
ory. Frobenius developed his theory of group characters by studying factorizations
of group determinants (see [L]). Therefore, one cannot start a noncommutative
representation theory without looking at possible definition of noncommutative
determinants and traces. The definition of a noncommutative determinant given
in this Section is different from the definition given in Section 3. However, for ma-
trices over commutative algebras, quantum and Capelli matrices both approach
give the same results.

5.1 Determinants and cyclic vectors

Let R be an algebra with unit and A : Rm → Rm a linear map of right vector
spaces, A vector v ∈ Rm is an A-cyclic vector if v,Av, . . . , Am−1v is a basis in Rm

regarded as a right R-module. In this case there exist Λi(v,A) ∈ R, i = 1, . . . ,m,
such that

(−1)mvΛm(v,A) + (−1)m−1(Av)Λm−1(v,A) + · · · − (Am−1v)Λ1(v,A) +Amv = 0.

Definition 5.1.1. We call Λm(v,A) the determinant of (v,A) and Λ1(v,A) the trace

of (v,A).
We may express Λi(v,A) ∈ R, i = 1, . . . ,m, as quasi-Plücker coordinates of

the m× (m+ 1) matrix with columns v,Av, . . . , Anv (following [GR4]).
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In the basis v,Av, . . . , Am−1 the map A is represented by the Frobenius ma-
trix Av with the last column equal to ((−1)mΛm(v,A), . . . ,−Λ1(v,A))T . Theorem
3.1.3 implies that if determinants of Av are defined, then they coincide up to a
sign with Λm(V,A). This justifies our definition.

Also, when R is a commutative algebra, Λm(v,A) is the determinant of A
and Λ1(v,A) is the trace of A.

When R is noncommutative, the expressions Λi(v,A) ∈ R, i = 1, . . . ,m, de-
pend on vector v. However, they provide some information about A. For example,
the following statement is true.

Proposition 5.1.2. If the determinant Λm(v,A) equals zero, then the map A is not
invertible.

Definition 5.1.1 of noncommutative determinants and traces was essentially
used in [GKLLRT] for linear maps given by matrices A = (aij), i, j = 1, . . . ,m and
unit vectors es, s = 1, . . . ,m. In this case Λi(es, A) are quasi-Plücker coordinates
of the corresponding Krylov matrix Ks(A). Here (see [G]) Ks(A) is the matrix
(bij), i = m,m− 1, . . . , 1, 0, j = 1, . . . ,m, where bij is the (sj)-entry of Ai.

Example. Let A = (aij) be an m×m-matrix and v = e1 = (1, 0, . . . , 0)T . Denote
by a(k)

ij the corresponding entries of Ak. Then

Λm(v,A) = (−1)m−1

∣∣∣∣∣∣∣∣∣
a
(m)
11 a

(m)
12 . . . a

(m)
1m

a
(m−1)
11 a

(m−1)
12 . . . a

(m−1)
1m

. . . . . .
a11 a12 . . . a1m

∣∣∣∣∣∣∣∣∣ .

For m = 2 the “noncommutative trace” Λ1 equals a11 + a12a22a
−1
12 and the “non-

commutative determinant” Λ2 equals a12a22a
−1
12 a11 − a12a21.

It was shown in [GKLLRT] that if A is a quantum matrix, then Λm equals
detq A and A is a Capelli matrix, then Λm equals the Capelli determinant.

A construction of a noncommutative determinant and a noncommutative
trace in terms of cyclic vectors in a special case was used in [Ki].

One can view the elements Λi(v,A) as elementary symmetric functions of
“eigenvalues” of A.

One can introduce complete symmetric functions Si(v,A), i = 1, 2, . . . , of
“eigenvalues” of A as follows. Let t be a formal commutative variable. Set λ(t) =
1 + Λ1(v,A)t+ · · ·+ Λm(v,A)tm and define the elements Si(v,A) by the formulas

σ(t) := 1 +
∑
k>0

Skt
k = λ(−t)−1.

Recall that R1kl is the ribbon Schur function corresponding to the hook with k
vertical and l horizontal boxes. In particular, Λk = R1k , Sl = Rl.

Let A : Rm → Rm be a linear map of right linear spaces.
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Proposition 5.1.3. For k ≥ 0

Am+kv = (−1)m−1vR1m−1(k+1) + (−1)m−2(Av(R1m−2(k+1) + · · ·+ (Am−1v)Rk+1.

Let A = diag(x1, . . . , xm). In the general case for a cyclic vector one can
take v = (1, . . . , 1)T . In this case, the following two results hold.

Proposition 5.1.4. For k = 1, . . . ,m

Λk(v,A) =

=

∣∣∣∣∣∣∣
1 . . . xm−k

m . . . xm−1
m

. . .
1 . . . x1 . . . xm−1

1

∣∣∣∣∣∣∣
−1

·

∣∣∣∣∣∣∣
1 . . . xm−k−1

m xm−k+1
m . . . xm

m

. . .

1 . . . xm−k−1
1 xm−k+1

1 . . . xm
1

∣∣∣∣∣∣∣ .
Proposition 5.1.5. For any k > 0

Sk(v,A) =

∣∣∣∣∣∣∣
1 . . . xm−1

m

. . .
1 . . . xm−1

1

∣∣∣∣∣∣∣
−1

·

∣∣∣∣∣∣∣
1 . . . xm−2

m xm+k−1
m

. . .

1 . . . xm−2
1 xm+k−1

1

∣∣∣∣∣∣∣ .
Note that formulas for Sk look somewhat simpler than formulas for Λk.

5.2 Noncommutative determinants and noncommuta-
tive eigenvalues

One can also express Λi(v,A) ∈ R in terms of left eigenvalues of A.
Let a linear map A : Rm → Rm of the right vector spaces is represented by

the matrix (aij).

Definition 5.2.1. A nonzero row-vector u = (u1, . . . , um) is a left eigenvector of A
if there exists λ ∈ R such that uA = λu.

We call λ a left eigenvalue of A corresponding to vector u. Note, that λ is
the eigenvalue of A corresponding to a left eigenvector u then, for each α ∈ R,
αλα−1 is the eigenvalue corresponding to the left eigenvector αu. Indeed, (αu)A =
αλα−1(αu).

For a row vector u = (u1, . . . , um) and a column vector v = (v1, . . . , vm)T

denote by 〈u, v〉 the inner product 〈u, v〉 = u1v1 + . . . umvm.

Proposition 5.2.2. Suppose that u = (u1, . . . , um) is a left eigenvector of A with
the eigenvalue λ, v = (v1, . . . , vm)T is a cyclic vector of A, and 〈u, v〉 = 1. Then
The eigenvalue λ satisfies the equation

(5.1) (−1)mΛm(v,A) + (−1)m−1λΛm−1(v,A) + · · · − λm−1Λ1(v,A) + λm = 0.
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Equation (5.2.1) and the corresponding Viète theorem (see Section 3) show
that if the map A : Rm → Rm has left eigenvectors u1, . . . , um with corresponding
eigenvalues λ1, . . . , λm such that 〈ui, v〉 = 1 for i = 1, . . . ,m and any submatrix
of the Vandermonde matrix (λj

i ) is invertible, then all Λi(v,A) can be expressed
in terms of λ1, . . . , λm as “noncommutative elementary symmetric functions”.

5.3 Multiplicativity of determinants

In the commutative case the multiplicativity of determinants and the additivity
of traces are related to computations of determinants and traces with diagonal
block-matrices. In the noncommutative case we suggest to consider the following
construction.

Let R be an algebra with a unit. Let A : Rm → Rm and D : Rn → Rn

be linear maps of right vector spaces, v ∈ Rm an A-cyclic vector and w ∈ Rn a
D-cyclic vector.

There exist Λi(w,D) ∈ R, i = 1, . . . , n, such that

(−1)nvΛn(w,D)+(−1)n−1(Dw)Λn−1(w,D)+ · · ·−(Dm−1v)Λ1(w,D)+Dnw = 0.

Denote also by Si(w,D), i = 1, 2, . . . , the corresponding complete symmetric
functions.

The matrix C =
(
A 0
0 D

)
acts on Rm+n. Suppose that the vector u =

(
v
w

)
is a cyclic vector for matrix C. We want to express Λi(u,C), i = 1, . . . ,m + n in
terms of Λj(v,A), Sk(v,A), Λp(w,D), and Sq(w,D).

Denote, for brevity, Λj(v,A) = Λj , Sk(v,A) = Sk, Λp(w,D) = Λ′
p,

Sq(w,D) = S′q.
For two sets of variables α = {a1, a2, . . . , } and β = {b1, b2, . . . , } introduce

the following (m+ n)× (m+ n)-matrix M(m,n;α, β):

1 a1 a2 . . . . . . . . . am−1 . . . am+n−1

0 1 a1 a2 . . . . . . am−1 . . . am+n−2

. . .
0 0 0 . . . . . . . . . 1 . . . am

1 b1 b2 . . . bn−1 . . . . . . . . . bm+n−1

0 1 b1 b2 . . . . . . . . . . . . bm+n−2

. . .
0 0 0 . . . 1 b1 . . . . . . bn


.

Proposition 5.3.1. For any j = 2, . . . ,m+ n we have

|M(m,n;α, β)|1j = −|M(m,n;α, β)|m+1,j .



5.3. Multiplicativity of determinants 57

The elements Si(u,C), i = 1, 2, . . . , can be computed as follows. Denote by
Nk(m,n;α, β) the matrix obtained from M by replacing its last column by the
following column:

(am+n+k−1, am+n+k−2, . . . , an+k−1, bm+n+k−1, bm+n+k−2, . . . , bm+k−1)T .

Set α = {−S1, S2, . . . , (−1)kSk, . . . }, α′ = {−S′1, S′2, . . . , (−1)kS′k, . . . }.

Theorem 5.3.2. For k = 1, 2, . . . we have

Sk(u,C) = |M(m,n;α, α′)|−1
1m+n · |Nk(m,n;α, α′)|1m+n.

Example. For m = 3, n = 2 and k = 1, 2, . . . . Then

Sk(u,C) =

= (−1)k−1

∣∣∣∣∣∣∣∣∣∣
1 −S1 S2 −S3 S4

0 1 −S1 S2 −S3

0 0 1 −S1 S2

1 −S′1 S′2 −S′3 S′4
0 1 −S′1 S′2 −S′3

∣∣∣∣∣∣∣∣∣∣

−1

15

×

∣∣∣∣∣∣∣∣∣∣
1 −S1 S2 −S3 S4+k

0 1 −S1 S2 −S3+k

0 0 1 −S1 S2+k

1 −S′1 S′2 −S′3 S′4+k

0 1 −S′1 S′2 −S′3+k

∣∣∣∣∣∣∣∣∣∣
15

.

For n = 1 denote Λ1(D) = S1(D) by λ′.

Corollary 5.3.3. If n = 1, then for k = 1, 2, . . . we have

Sk(u,C) = Sk(v,A) + Sk−1(v,A)|M(m,n;α, α′)|−1
1m+nλ

′|M(m,n;α, α′)|1m+n+1.

Note that

Λm+1(u,C) = |M(m,n;α, α′)|−1
1m+nλ

′|M(m,n;α, α′)|1m+n+1Λm(v,A),

i.e. the “determinant” of the diagonal matrix equals the product of two “determi-
nants”.
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Some applications

In this section we mainly present some results from [GR1, GR2, GR4].

6.1 Continued fractions and almost triangular matrices

Consider an infinite matrix A over a skew-field:

A =


a11 a12 a13 . . . a1n . . .
−1 a22 a23 . . . a2n . . .
0 −1 a33 . . . a3n . . .
0 0 −1 . . . . . .


It was pointed out in [GR1], [GR2] that the quasideterminant |A|11 can be

written as a generalized continued fraction

|A|11 = a11 +
∑
j1 6=1

a1j1

1
a2j1 +

∑
j2 6=1,j1

a2j2
1

a3j2+...

.

Let

An =


a11 a12 . . . a1n

−1 a22 . . . a2n

0 −1 . . . a3n

. . .
. . . 0 −1 ann

 .

The following proposition was formulated in [GR1], [GR2].

Proposition 6.1.1. |An|11 = PnQ
−1
n , where
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Pn =
∑

1≤j1<···<jk<n

a1j1aj1+1,j2aj2+1,j3 . . . ajk+1,n,(6.1.1)

Qn =
∑

2≤j1<···<jk<n

a2j1aj1+1,j2aj2+1,j3 . . . ajk+1,n.(6.1.2)

Proof. From the homological relations one has

|An|11|A1n
n |−1

21 = −|An|1n|A11
n |−1

2n .

We will apply formula (1.2.2) to compute |An|1n, |A11
n |2n, and |A1n

n |21. It is easy
to see that |A1n

n |21 = −1. To compute the two other quasideterminants, we have
to invert triangular matrices. Setting Pn = |An|1n and Qn = |A11

n |2n we arrive at
formulas (6.1.1), (6.1.2). � �

RemarkIn the commutative case Proposition 6.1.1 is well known. In this case
Pn = |An|1n = (−1)n detAn and Qn = (−1)n−1 detA11

n .
Formulas (6.1.1), (6.1.2) imply the following result (see [GR1, GR2]).

Corollary 6.1.2. The polynomials Pk for k ≥ 0 and Qk for k ≥ 1 are related by the
formulas

Pk =
k−1∑
s=0

Psas+1,k, P0 = 1,(6.1.3)

Qk =
k−1∑
s=1

Qsas+1,k, Q1 = 1.(6.1.4)

Corollary 6.1.3. Suppose that for any i 6= j and any p, q the elements of the matrix
A satisfy the conditions

aijapq = apqaij

ajjaii − aiiajj = aij , 1 ≤ i < j ≤ n.

Then

Pn = |An|1n = annan−1n−1 . . . a11.(6.1.5)

The proof follows from (6.1.3).

Corollary 6.1.4. ([GR1, GR2]) For the Jacoby matrix

A =

 a1 1 0 . . .
−1 a2 1
0 −1 a3 . . .


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we have
|A|11 = a1 +

1
a2 + 1

a3+...

,

and

P0 = 1, P1 = a1, Pk = Pk−1ak + Pk−2, for k ≥ 2;
Q1 = 1, Q2 = a2, Qk = Qk+1ak +Qk−2, for k ≥ 3;.

In this case Pk is a polynomial in a1, . . . , ak and Qk is a polynomial in
a2, . . . , ak.

6.2 Continued fractions and formal series

In the notation of the previous subsection the infinite continued fraction |A|11 may
be written as a ratio of formal series in the letters aij and a−1

ii . Namely, set
P∞ =

∑
1 ≤ j1 < j2 · · · < jk < r − 1

r = 1, 2, 3, . . .

a1j1aj1+1j2 . . . ajk+1ra
−1
rr · · · · · a−1

11

= 1 + a12a
−1
22 a

−1
11 + a13a

−1
33 a

−1
22 a

−1
11 + a11a23a

−1
33 a

−1
22 a

−1
11 + . . . ,

and
Q∞ = a−1

11 +
∑

2 ≤ j1 < j2 · · · < jk < r − 1

r = 2, 3 . . .

a2j1aj1+1j2 . . . ajk+1ra
−1
rr · · · · · a−1

11

= a−1
11 + a23a

−1
33 a

−1
22 a

−1
11 + a24a

−1
44 a

−1
33 a

−1
22 a

−1
11 + . . . .

Since each monomial appears in these sums at most once, these are well-defined
formal series.

The following theorem was proved in [PPR]. Another proof was given in
[GR4].

Theorem 6.2.1. We have
|A|11 = P∞ ·Q−1

∞ .

Proof. Set bij = aija
−1
jj and consider matrix B = (bij), i, j = 1, 2, 3, . . . . According

to a property of quasideterminants |A|11 = |B|11a11. Applying the noncommuta-
tive Sylvester theorem to B with matrix (bij), i, j ≥ 3, as the pivot, we have

|B|11 = 1 + |B21|12|B11|−1
22 a

−1
11 .

Therefore

|A|11 = (a11|B11|22a−1
11 + |B21|12a−1

11 )(|B11|22a−1
11 )−1.(6.2.1)
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By [GKLLRT], Proposition 2.4, the first factor in (6.2.1) equals P∞, and the
second equals Q−1

∞ . �
�

6.3 Noncommutative Rogers-Ramanujan continued
fraction

The following application of Theorem 6.2.1 to Rogers-Ramanujan continued frac-
tion was given in [PPR]. Consider a continued fraction with two formal variables
x and y:

A(x, y) =
1

1 + x 1
1+x 1

1+... y
y
.

It is easy to see that

A(x, y)=

∣∣∣∣∣∣∣∣∣∣∣

1 x ·
−y 1 x · 0

−y 1 x ·
1 ·

0
. . . . . . ·

∣∣∣∣∣∣∣∣∣∣∣

−1

11

=

∣∣∣∣∣∣∣∣∣
1 x 0
−1 y−1 xy−1

0 −1 y−1 xy−1

−1 y−1 . . .

∣∣∣∣∣∣∣∣∣
11

Theorem 9.2.1 implies the following result.

Corollary 6.3.1 A(x, y) = P ·Q−1, where Q = yPy−1 and

P = 1 +
∑

k≥1n1,...,nk≥1

y−n1xy−n2x . . . y−nkxyk+n1+n2+···+nk .

Following [PPR], let us assume that xy = qyx, where q commutes with x and
y. Set z = yx. Then Corollary 6.3.1 implies Rogers-Ramanujan continued fraction
identity

A(x, y) =
1

1 + qz

1+ q2z
1+...

=
1 +

∑
k≥1

qk(k+1)
(1−q)...(1−qk)

zk

1 +
∑

k≥1
qk2

(1−q)...(1−qk)
zk
.

6.4 Quasideterminants and characterisric functions of
graphs

Let A = (aij), i, j = 1, . . . , n, where aij are formal noncommuting variables. Fix
p, q ∈ {1, . . . , n} and a set J ⊂ {1, . . . , p̂, . . . , n} × {1, . . . , q̂, . . . , n} such that
|J | = n− 1 and both projections of J onto {1, . . . , p̂, . . . , n} and {1, . . . , q̂, . . . , n}
are surjective. Introduce new variables bkl, k, l = 1, . . . , n, by the formulas bkl = akl
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for (l, k) /∈ J , bkl = a−1
lk for (l, k) ∈ J . Let FJ be a ring of formal series in variables

bkl.

Proposition 6.4.1. The quasideterminant |A|ij is defined in the ring FJ and is
given by the formula

|A|ij = bij −
∑

(−1)sbii1bi1i2 . . . bisj .(9.4.1)

The sum is taken over all sequences i1, . . . , is such that ik 6= i, j for k = 1, . . . , s.

Proposition 6.4.2. The inverse to |A|ij is also defined in the ring FJ and is given
by the following formula

|A|ij = bij −
∑

(−1)sbii1bi1i2 . . . bisj .(6.4.2)

The sum is taken over all sequences i1, . . . , is.
All relations between quasideterminants, including the Sylvester identity, can

be deduced from formulas (6.4.1) and (6.4.2).
Formulas (6.4.1) and (6.4.2) can be interpreted in terms of graph theory.

Let Γn be a complete oriented graph with vertices 1, . . . , n and edges ekl, where
k, l = 1, . . . , n. Introduce a bijective correspondence between edges of the graph
and elements bkl such that ekl 7→ bkl.

Then there exist a bijective correspondence between the monomials
bii1bi1i2 . . . bisj and the paths from the vertex i to the vertex j.

6.5 Factorizations of differential operators and noncom-
mutative variation of constants

Let R be an algebra with a derivation D : R → R. Denote Dg by g′ and Dkg by
g(k). Let P (D) = Dn + a1D

n−1 + · · · + an be a differential operator acting on R
and φi, i = 1, . . . , n, be solutions of the homogeneous equation P (D)φ = 0, i.e.,
P (D)φi = 0 for all i.

For k = 1, . . . , n consider the Wronski matrix

Wk =

φ(k−1)
1 . . . φ

(k−1)
k

. . .
φ1 . . . φk


and suppose that any square submatrix of Wn is invertible.

Set wk = |W |1k and bk = w′kw
−1
k , k = 1, . . . , n.

Theorem 6.5.1. [EGR]

P (D) = (D − bn)(D − bn−1) . . . (D − b1).
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Corollary 6.5.2. Operator P (D) can be factorized as

P (D) = (wn ·D · w−1
n )(wn−1 ·D · w−1

n−1) . . . (w1 ·D · w−1
1 ).

One can also construct solutions of the nonhomogeneous equation P (D)ψ =
f , f ∈ R, starting with solutions φ1, . . . , φn of the homogeneous equation. Suppose
that any square submatrix ofWn is invertible and that there exist elements uj ∈ R,
j = 1, . . . , n, such that

u′j = |W |−1
1j f.(6.5.1)

Theorem 6.5.3 The element ψ =
∑j=n

j=1 φjuj satisfies the equation

(Dn + a1D
n−1 + · · ·+ an)ψ = f.

In the case where R is the algebra of complex valued functions g(x), x ∈ R
the solution ψ of the nonhomogeneous equation is given by the classical formula

ψ(x) =
j=n∑
j=1

φj

∫
detWj

detW
dx(6.5.2)

where matrix Wj is obtained fron the Wronski matrix W by replacing the entries
in the j-th column of W by f, 0, . . . , 0. It is easy to see that formula (6.5.1) and
Theorem 6.5.3 imply formula (6.5.2).

6.6 Iterated Darboux transformations

Let R be a differential algebra with a derivation D : R → R and φ ∈ R be
an invertible element. Recall that we denote D(g) = g′ and Dk(g) = g(k). In
particular D(0)(g) = g.

For f ∈ R define D(φ; f) = f ′ − φ′φ−1f . Following [Mat] we call D(φ; f) the
Darboux transformation of f defined by φ. This definition was known for matrix
functions f(x) and D = ∂x. Note that

D(φ; f) =

∣∣∣∣∣ f ′ φ′

f φ

∣∣∣∣∣ .
Let φ1, . . . , φk. Define the iterated Darboux transformation D(φk, . . . φ1; f)

by induction as follows. For k = 1, it coincides with the Darboux transformation
defined above. Assume that k > 1. The expression D(φk, . . . , φ1; f) is defined if
D(φk, . . . , φ2; f) is defined and invertible and D(φk; f) is defined. In this case,

D(φk, . . . φ1; f) = D(D(φk, . . . φ2; f);D(φ1; f).
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Theorem 6.6.1. If all square submatrices of matrix (φ(j)
i ), i = 1, . . . , k; j = k −

1, . . . , 0 are invertible, then

D(φk, . . . , φ1; f) =

∣∣∣∣∣∣∣
f (k) φ

(k)
1 . . . φ

(k)
k

. . . . . . . . . . . .
f φ1 . . . φk

∣∣∣∣∣∣∣ .
The proof follows from the noncommutative Sylvester theorem.

Corollary 6.6.2. The iterated Darboux transformation D(φk, . . . φ1; f) is symmetric
in φ1, . . . , φk.

The proof follows from the symmetricity of quasideterminants.

Corollary 6.6.3. ([Mat]) In commutative case, the iterated Darboux transformation
is a ratio of two Wronskians,

D(φk, . . . , φ1; f) =
W (φ1, . . . φk, f)
W (φ1, . . . , φk)

.

6.7 Noncommutative Sylvester–Toda lattices

Let R be a division ring with a derivation D : R → R. Let φ ∈ R and the
quasideterminants

Tn(φ) =

∣∣∣∣∣∣∣∣∣
φ Dφ . . . Dn−1φ
Dφ D2φ . . . Dnφ
. . . . . . . . . . . .

Dn−1φ Dnφ . . . D2n−2φ

∣∣∣∣∣∣∣∣∣ 6.7.1

are defined and invertible. Set φ1 = φ and φn = Tn(φ), n = 2, 3, . . . .

Theorem 6.7.1. Elements φn, n = 1, 2, . . . , satisfy the following system of equa-
tions:

D((Dφ1)φ−1
1 ) = φ2φ

−1
1 ,

D((Dφn)φ−1
n ) = φn+1φ

−1
n − φnφ

−1
n−1, n ≥ 2.

If R is commutative, the determinants of matrices used in formulas (6.7.1)
satisfy a nonlinear system of differential equations. In the modern literature this
system is called the Toda lattice (see, for example, [Ok] but in fact it was discov-
ered by Sylvester in 1862 [Syl] and, probably, should be called the Sylvester–Toda
lattice. Our system can be viewed as a noncommutative generalization of the
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Sylvester–Toda lattice. Theorem 6.7.1 appeared in [GR1, GR2] and was general-
ized in [RS] and [EGR].

The following theorem is a noncommutative analog of the famous Hirota
identities.

Theorem 6.7.2. For n ≥ 2

Tn+1(φ) = Tn(D2φ)− Tn(Dφ) · ((Tn−1(D2φ)−1 − Tn(φ)−1)−1 · Tn(Dφ).

6.8 Noncommutative orthogonal polynomials

The results described in this subsection were obtained in [GKLLRT]. Let
S0, S1, S2, . . . be elements of a skew-field R and x be a commutative variable.
Define a sequence of elements Pi(x) ∈ R[x], i = 0, 1, . . . , by setting P0 = S0 and

Pn(x) =

∣∣∣∣∣∣∣∣
Sn . . . S2n−1 xn

Sn−1 . . . S2n−2 xn−1

. . . . . . . . . . . .
S0 . . . Sn−1 1

∣∣∣∣∣∣∣∣(6.8.1)

for n ≥ 1. We suppose here that quasideterminants in (9.8.1) are defined. One can
see that Pn(x) is a polynomial of degree n. If R is commutative, then Pn, n ≥ 0,
are orthogonal polynomials defined by the moments Sn, n ≥ 0. We are going to
show that if R is a free division ring generated by Sn, n ≥ 0, then polynomials Pn

are indeed orthogonal with regard a natural noncommutative R-valued product
on R[x].

Let R be a free skew-field generated by cn, n ≥ 0. Define on R a natural
anti-involution a 7→ a∗ by setting c∗n = cn for all n. Extend the involution to R[x]
by setting (

∑
aix

i)∗ =
∑
aix

i. Define the R-valued inner product on R[x] by
setting 〈 ∑

aix
i,

∑
bjx

j
〉

=
∑

aici+jb
∗
j .

Theorem 6.8.1. For n 6= m we have

〈Pn(x), Pm(x)〉 = 0.

The three term relation for noncommutative orhogonal polynomials Pn(x)
can be expressed in terms of noncommutative quasi-Schur functions
(see [GKLLRT]).



Bibliography

[A] E. Artin, Geometric algebra, Wiley, New York, 1988.

[Al] S. Alesker, Non-commutative linear algebra and plurisubharmonic functions
of quaternionic variables, arXiv: math.CV/010429 (2002).

[As] H. Aslaksen, Quaternionic determinants, Math. Intelligencer, 18 (1996), no.
3, 57–65.

[B] F. A. Berezin, Introduction to algebra and analysis with anticommuting vari-
ables, Izd. Moskov. Univ., Moscow, 1983. (Russian).

[BR] A. Berenstein and V. Retakh, Noncommutative double Bruhat celles and
their factorizations, IMRN, (2005), no.8, 477–516.

[BW] J. Birman and R. Williams, Knotted periodic orbits I: Lorenz knots, Topol-
ogy, 22 (1983) 47–62.

[C] A. Cayley, On certain results relating to quaternions, Phil. Mag., 26 (1845)
141–145.

[CF] P. Cartier and D. Foata, Problemes combinatoires de commutation et
rearrangements, Lecture Notes Math., vol. 85, Springer-Verlag, Berlin–
Heidelberg, 1969.

[CS] A. Connes and A. Schwarz, Matrix Viète theorem revisited, Lett. Math. Phys.,
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Chapter 1

Basic results on the
commutative case

Consider the (commutative) polynomial algebra F [x1, ..., xn] on n indeterminates.
The symmetric group Sn acts on F [x1, ..., xn] with σ(xi) = xσ(i) for σ ∈ Sn and
1 ≤ i ≤ n. The elements of

F [x1, ..., xn]Sn = {f ∈ F [x1, ..., xn]|f = σ(f) ∀σ ∈ Sn}

are called symmetric polynomials.
As usual, we extend the action of Sn on

F [x1, ..., xn] to an action on F [x1, ..., xn][t] by setting σ(t) = t for all σ ∈ Sn.
Let

P (t) = (t− xn)...(t− x1) =
n∑

i=0

(−1)n−iΛn−i(x1, ..., xn)ti.

Thus, writing Λi for Λi(x1, ..., xn) we have

Λ0 = 1,

Λ1 = x1 + x2 + ...+ xn,

Λi =
∑

n≥j1>j2>...>geji≥1

xj1xj2 ...xji
,

Λn = xnxn−1...x1.

Since any σ ∈ Sn permutes the factors in the expression for P (t), it is clear
that each Λi is a symmetric polynomial. (Of course, this is also clear from the
above expressions for the Λi.)
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The Fundamental Theorem of Symmetric Functions states that any symmet-
ric polynomial in F [x1, ..., xn] may be expressed as a polynomial in

{Λ1(x1, ..., xn), ...,Λn(x1, ..., xn)}

and that Λ1, ...,Λn are algebraically independent. Thus

F [x1, ..., xn]Sn ∼= F [Λ1, ...,Λn].

There are other natural symmetric polynomials in F [x1, ..., xn]. In particular,
the complete s ymmetric functions

Si =
∑

n≥j1≥j2≥...≥ji≥1

xj1xj2 ...xji
, 0 ≤ i,

and the power sum symmetric functions

Ψi = xi
1 + xi

2 + ...+ xi
n, 1 ≤ i

are in F [x1, ..., xn]Sn . The Fundamental Theorem then implies that these
functions can be expressed as polynomials in the elementary symmetric functions.
In fact, the relations among these functions may be elegantly described in terms
of generating functions. Thus, letting

λ(t) =
n∑

i=0

Λit
i,

σ(t) =
∑
i≥0

Sit
i,

and

ψ(t) =
∑
i≥1

Ψit
i−1

we have

λ(t)σ(t) = 1,

and

σ(t)ψ(t) =
d

dt
σ(t).

Note that the last equation may be rewritten as

ψ(t)σ(t) =
d

dt
σ(t)

or as ∑
i≥1

Ψi

i
ti = log(σ(t)).



Chapter 2

Generalizations to the
noncommutiative case

2.1 F < x1, ..., xn >Sn - the Fundamental Theorem does

not generalize

The most natural generalization of symmetric functions to the noncommuta-
tive case is to replace the polynomial algebra F [x1, ..., xn] by the free algebra
F < x1, ..., xn >. The symmetric group Sn acts on F < x1, ..., xn > (again by
setting σ(xi) = xσ(i)). Then F < x1, ..., xn >Sn contains polynomials analogous
to the elementary symmetric functions, namely,

λ̃i(x1, ..., xn) = Σxj1 ...xji

where the sum is over all sequences (j1, ..., ji) of i distinct elements of {1, ..., n}.
It was shown by M. Wolf (1936) that the Λ̃i do not generate F<x1, ..., xn>

Sn

and by Bergman and Cohn (1969) that F < x1, ..., xn >
Sn is not finitely generated.

We will not discuss this algebra further here, but refer the reader to the work of
Rosas and Sagan (http://www.newton.cam.ac.uk/preprints/NI03033.pdf).

2.2 Families of formal noncommutative symmetric func-

tions

A second way to generalize results about symmetric functions of commuting vari-
ables to the noncommutative case (begun by Gelfand, Krob, Lascoux, Leclerc,
Retakh and Thibon in [3]) is to consider the elementary symmetric functions as
the primitive objects and to define other families of symmtric functions in terms
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of the elementary symmetric functions by generating function identities analogous
to those used in the commutative case.

Thus one works in the free algebra, Sym = F < Λ1,Λ2, ... > and defines
λ(t) ∈ Sym[[t]]

λ(t) = 1 +
∑
i≥1

Λit
i.

Then we may define the (noncommutative) complete symmetric functions

S1, S2, ...

by setting

σ(t) = 1 +
∑
i≥1

Sit
i = λ(−t)−1.

In the absence of commutativity, the three generating function identities used
to define the power sum symmetric functions in the commutative case are no longer
equivalent. We are thus led to define three families of noncommutative power sum
symmetric functions. These are:

(noncommutative) power sum symmetric functions of the first kind

{Ψi|i ≥ 1},

defined by

ψ(t) =
∑
i≥1

Ψit
i−1

and

ψ(t)σ(t) =
d

dt
σ(t);

(noncommutative) power sum symmetric functions of the second kind

{Φi|i ≥ 1},

defined by ∑
i≥1

Φi

i
= log(σ(t));

and
(noncommutative) power sum symmetric functions of the third kind

{Ξi|i ≥ 1},
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defined by

ξ(t) =
∑
i≥1

Ξit
i−1

and

σ(t)ξ(t) =
d

dt
σ(t).

Relations among these families of noncommutative symmetric functions may
be given in terms of quasideterminants.

2.3 The Viète theorem and an analogue of the Funda-

mental Theorem

One of the earliest theorems in algebra, due to Francois Viète (who also discovered
the law of cosines), expresses the coefficients of a polynomial equation in terms of
its roots: If the polynomial equation f(x) = 0, where f(x) is monic of degree n
over a (commutative) field, has n roots x1, ..., xn, then f(x) = (x− x1)...(x− xn).

Gelfand and Retakh ([?, ?] have used the theory of quasideterminants to
give a generalization to equations over noncommutative rings. Their result, stated
precisely in Chapter 4, shows that if

P (x) = xn + a1x
n−1 + ...+ an−1x+ an

is a polynomial over a noncommutative ring R and if {x1, ..., xn} is a set
of roots of the equation P (x) = 0 that is independent (in the sense that certain
quasideterminants of certain Vandermonde matrices are nonzero), then there exist
rational expressions y1, ..., yn in x1, ..., xn such that

ai = (−1)i
∑

n≥j1>...>ji≥1

yj1 ...yji .

Since the ai are independent of the ordering of the roots x1, ..., xn we see
that they are symmetric functions of x1, ..., xn (with respect to the action of Sn

defined by σ(xi) = sσ(i). They are also, of course, polynomials in y1, ..., yn. The
following analogue of the Fundamental Theorem for (commutative) symmetric
polynomials was conjectured by Gelfand and Retakh [?] and proved by Wilson [6]:
Any polynomial in y1, ..., yn invariant under the action of Sn is a polynomial in
a1, ..., an.





Chapter 3

Relations among families of
noncommutative symmetric
functions

3.1 Quasideterminental formulas

Proposition 3.1: For every k ≥ 1, one has

Sk = (−1)k−1

∣∣∣∣∣∣∣∣∣∣
Λ1 Λ2 . . . Λk−1 Λk

1 Λ1 . . . Λk−2 Λk−1

0 1 . . . Λk−3 Λk−2

. . .
0 0 . . . 1 Λ1

∣∣∣∣∣∣∣∣∣∣
,

Λk = (−1)k−1

∣∣∣∣∣∣∣∣∣∣

S1 1 0 . . . 0
S2 S1 1 . . . 0
S3 S2 S1 . . . 0

. . .

Sk Sk−1 Sk−2 . . . S1

∣∣∣∣∣∣∣∣∣∣
,

kSk =

∣∣∣∣∣∣∣∣∣∣
Ψ1 Ψ2 . . . Ψk−1 Ψk

−1 Ψ1 . . . Ψk−2 Ψk−1

0 −2 . . . Ψk−3 Ψk−2

. . .
0 0 . . . −n+ 1 Ψ1

∣∣∣∣∣∣∣∣∣∣
,
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kΛk =

∣∣∣∣∣∣∣∣
Ψ1 1 0 . . . 0
Ψ2 Ψ1 2 . . . 0

. . .

Ψk Ψk−1 Ψk−2 . . . Ψ1

∣∣∣∣∣∣∣∣ ,

Ψk = (−1)k−1

∣∣∣∣∣∣∣∣∣∣
Λ1 2Λ2 . . . (k − 1)Λk−1 kΛk

1 Λ1 . . . Λk−2 Λk−1

0 1 . . . Λk−3 Λk−2

. . .
0 0 . . . 1 Λ1

∣∣∣∣∣∣∣∣∣∣
,

Ψk =

∣∣∣∣∣∣∣∣
S1 1 0 . . . 0
2S2 S1 1 . . . 0

. . .

kSk Sk−1 Sk−2 . . . S1

∣∣∣∣∣∣∣∣ .
Each of the four sequences (Λk), (Sk), (Ψk), and (Φk) is a set of generators

in Sym. Therefore, each of the four sets of products Fi1 . . . FiN
, i1, . . . , iN ≥ 1,

where Fik
equals to Λik

, Sik
, Ψik

, or Φik, is a linear basis in Sym+. Linear relations
between these bases were given in [3].

3.2 Ribbon Schur functions

Another important example of a linear basis in Sym+ is given by ribbon Schur
functions. Commutative ribbon Schur functions were defined by MacMahon [5].
Here we follow his ideas.

Let I = (i1, . . . , ik), i1, . . . , ik ≥ 1, be an ordered set.
Definition 3.2 [3]:
The ribbon Schur function RI is defined by the formula

RI = (−1)k−1

∣∣∣∣∣∣∣∣∣∣
Si1 Si1+i2 Si1+i2+i3 . . . Si1+···+ik

1 Si2 Si2+i3 . . . Si2+···+ik

0 1 Si3 . . . Si3+···+ik

. . .
0 0 0 . . . Sik

∣∣∣∣∣∣∣∣∣∣
.

This definition allows us to express RI ’s as polynomials in Sk’s. To do this
we need the following ordering of sets of integers.

Let I = (i1, . . . , ir) and J = (j1, . . . , js). We say that I ≤ J if i1 = j1 + j2 +
· · ·+ jt1 , i2 = jt1+1 + · · ·+ jt2 , . . . , is = jts−1+1 + · · ·+ js. For example, if I ≤ (12),
then I = (12) or I = (3). If I ≤ (321), then I is equal to one of the sets (321),
(51), (33), or (6).

For I = (i1, . . . , ir) set l(I) = r and SI = Si1Si2 . . . Sir .
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Proposition 3.3 [3] (p. 254):

RJ =
∑
I≤J

(−1)l(J)−l(I)SI .

Example R123 = S6 − S2
3 − S1S5 + S1S2S3.

Definition 3.2 implies that RI = Sm for I = {m} and RI = Λk for i1 = · · · =
ik = 1.

In [3] similar formulas expressing RI as quasideterminants of matrices with
entries Λk, as well as linear relations with different bases in Sym+ are given.

Natural bases in algebra Sym of commutative symmetric functions are in-
dexed by weakly decreasing (or, weakly increasing) finite sequences of integers.
Examples are products of elementary symmetric functions ei1 . . . eik

where i1 ≥
i2 · · · ≥ ik and Schur functions sλ where λ = (i1, . . . , ik). The following theo-
rem gives a natural basis in the algebra of noncommutative symmetric functions.
Elements of this basis are indexed by all finite sequences of integers.

Theorem 3.4 [3] The ribbon Schur functions RI form a linear basis in Sym.
Let π : Sym → Sym be the canonical morphism. Then it is known (see [5])

that the commutative ribbon Schur functions π(RI) are not linearly independent.
For example, commutative ribbon Schur functions defined by sets (ij) and (ji)
coincide. This means that the kernel Ker π is nontrivial.

In the commutative case, ribbon Schur functions π(RI) with with weakly
decreasing I constitute a basis in the space of symmetric functions. However, this
basis is not frequently used.

The description of the kernel Kerπ in terms of ribbon Schur functions is
given by the following theorem.

For an ordered set I is denote by u(I) the corresponding unordered set.
Theorem 3.5 The kernel of π is linearly generated by the elements

∆J,J′ =
∑
I≤J

RI −
∑

I′≤J′

RI′

for all J , J ′ such that u(J) = u(J ′).
Example 1. Let J = (12), J ′ = (21). Then ∆J,J′ = (R12 +R3)−(R21 +R3) =

R12 −R21 and π(R12) = π(R21).
2. Let J = (123), J ′ = (213). Then ∆J,J′ = (R123 + R33 + R15 + R6) −

(R213 + R33 + R24 + R6) = R123 + R15 − R213 − R24. This shows, in particular,
that π(R123)− π(R213) = π(R24)− π(R15) 6= 0.

The homological relations for quasideterminants imply the multiplication rule
for the ribbon Schur functions. Let I = (i1, . . . , ir), J = (j1, . . . , js), ip ≥ 1,
jq ≥ 1 for all p, q. Set I + J = (i1, . . . , ir−1, ir + j1, j2, . . . , js) and I · J =
(i1, . . . , ir, j1, . . . , js).

These operations may be described geometrically in a fashion that explains
the origin of the name ”ribbon Schur functions”. To each ordered set
I = {i1, i2, . . . , ik} we can associate a ribbon (i.e., a sequence of square cells
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with horizontal and vertical sices of length one and centers on Z × Z starting at
the square (0, 0) and with each successive square being either directly below or
directly to the right of the preious square) with i1 squares in the first column, i2
squares in the second column, and so on. Then the construction of ribbons I + J
and I · J has a simple geometric meaning: I + J is obtained by placing the first
square of J below the last square of I; I.J is obtained by placing the first square
of J to the right of the last square of I.

Theorem 3.6 [3] We have

RIRJ = RI+J +RI·J .

The commutative version of this multiplication rule is due to MacMahon.
6.3. Algebras with two multiplications
The relations between the functions Λk and the functions Sk can be illumi-

nated by noting that the ideal Sym+ has two natural associative multiplications
∗1 and ∗2. In terms of ribbon Schur functions it can be given as RI ∗1 RJ = RI.J

and RI ∗2 RJ = RI+J . We formalize this notion as follows.
Definition 6.3.1 A linear space A with two bilinear products ◦1 and ◦2 is

called a biassociative algebra with products ◦1 and ◦2 if

(a ◦i b) ◦j c = a ◦i (b ◦j c)

for all a, b, c ∈ A and all i, j ∈ {1, 2}.
Note that if the products ◦1 and ◦2 in a biassociative algebra A have a

common identity element 1 (i.e., if 1 ◦i a = a ◦i 1 = a for all a ∈ A and i = 1, 2,
then

a ◦1 b = (a ◦2 1) ◦1 b = a ◦2 (1 ◦1 b) = a ◦2 b

for all a, b ∈ A and so ◦1 = ◦2.
Note also that if A is a biassociative algebra with two products ◦1 and ◦2,

then for r, s ∈ F one can define the linear combination ◦r,s = r ◦1 +s◦2 by the
formula

a ◦r,s b = r(a ◦1 b) + s(a ◦2 b), a, b ∈ A.

Then A is a biassociative algebra with the products ◦r,s and ◦t,u for each r, s, t, u ∈
F .

Jacobson’s discussion of isotopy and homotopy of Jordan algebras (see [4],
p. 56,ff) shows that if A is an associative algebra with the product ◦ and ◦a for
a ∈ A is defined by the formula

b ◦a c = b ◦ a ◦ c,

then A is a biassociative algebra with the products ◦ and ◦a.
We now endow the ideal Sym+ ⊂ Sym with the structure of a biassociative

algebra in two different ways. Recall that the nontrivial monomials (Λi1 . . .Λir )
as well as the nontrivial monomials (Si1 . . . Sir ) form linear bases in Sym+.
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Definition 3.8 Define the linear map ∗1 : Sym+ ⊗ Sym+ → Sym+ by

(Λi1 . . .Λir
) ∗1 (Λj1 . . .Λjs

) = Λi1 . . .Λir−1Λir+j1Λj2 . . .Λjs

and the linear map ∗2 : Sym+ ⊗ Sym+ → Sym+ by

(Si1 . . . Sir
) ∗2 (Sj1 . . . Sjs

) = Si1 . . . Sir−1Sir+j1Sj2 . . . Sjs
.

Write ab = a∗0b for a, b ∈ Sym+. Then it is clear that a∗i(b∗j c) = (a∗ib)∗j c
for all a, b, c ∈ Sym+ and i, j = 0, 1 or i, j = 0, 2. Thus we have the following result.

Lemma 3.9 Sym+ is a biassociative algebra with products ∗0 and ∗1 and
also a biassociative algebra with products ∗0 and ∗2.

In fact, ∗0, ∗1 and ∗2 are closely related.
The following Lemma is just a restatement of Theorem 6.2.5.
Lemma 3.10 ∗0 = ∗1 + ∗2.
Proof We have

λ(−t)−1 =
(
1 +

∑
i>0

(−1)iΛit
i
)−1

= 1 +
∑
j>0

∑
i1+···+il=j

(−1)l+jΛi1 . . .Λil
tj .

Since Λi = Λ1∗1Λ1∗1 · · ·∗1Λ1, where there are i−1 occurences of ∗1, the coefficient
at tj in λ(−t)−1 is ∑

u1,...,uj−1∈{0,1}

(−1)kΛ1 ∗u1 Λ1 ∗u2 · · · ∗uj−1 Λ1,

where k is the number of ut equal to 1.
Since 1 +

∑
Sit

i = λ(−t)−1 we have

Sj =
∑

u1,...uj−1∈{0,1}

(−1)kΛ1 ∗u1 Λ1 ∗u2 · · · ∗uj−1 Λ1.

Therefore Si ∗0 Sj − Si ∗1 Sj = Si(∗0 − ∗1)Sj = Si+j = Si ∗2 Sj and ∗2 = ∗0 − ∗1,
as required.

Now let U be the two-dimensional vector space with basis {u0, u1} and

F 〈U〉 =
∑
k≥0

F 〈U〉k

the (graded) free associative algebra on U , with the homogeneous components

F 〈U〉k = U⊗k.

We use the products ∗1 and ∗2 to define two isomorphisms, φ1 and φ2, of F 〈U〉
to Sym+. Namely, for a basis element ui1 . . . uil

∈ F 〈U〉k set

φ1 : ui1 . . . uil
7→ Λ1 ∗i1 Λ1 ∗i2 · · · ∗il

Λ1 ∈ (Sym+)l+1
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and
φ2 : ui1 . . . uil

7→ Λ1 ∗j1 Λ1 ∗j2 · · · ∗jl
Λ1 ∈ (Sym+)l+1

where jt = 0 if it = 0 and jt = 2 if it = 1. Note that φ1 and φ2 shift degree.
Define the involution θ of U by θ(u0) = u0 and θ(u1) = u0 − u1. Then

θ extends to an automorphism Θ of F 〈U〉 and the restriction Θk of this auto-
morphism to F 〈U〉k is the k-th tensor power of θ. Clearly φ1Θ = φ2 and so we
recover Proposition 4.13 in [3], which describes, in terms of tensor powers, the
relation between the bases of Sym+ consisting of nontrivial monomials in Λi and
of nontrivial monomials in Si.

Similarly, taking the identity

an−1 + (−1)nbn−1 +
n−1∑
k=1

(−1)n−kak−1(a+ b)bn−k−1 = 0,

valid in any associative algebra, setting a = u0 − u1, b = u1, and applying φ1, we
obtain the identity

0 =
n∑

k=0

(−1)n−kΛkSn−k

between the elementary and complete symmetric functions (Proposition 3.3 in [3]).
Using Proposition 3.1, one can express these identities in terms of quasidetermi-
nants.



Chapter 4

The noncommutative Viète
Theorem

Let

P (x) = xn + a1x
n−1 + ...+ an−1x+ an

be a polynomial over a noncommutative ring R and let {x1, ..., xn} be a set
of roots. We will determine the ai in terms of x1, ..., xn in case the set of roots
{x1, ..., xn} satisfies certain conditions.

For quadratic equations this is not hard. If x1 and x2 are roots of x2 +a1x+
a2 = 0, then we have

x2
1 + a1x1 + a2 = 0

and
x2

2 + a1x2 + a2 = 0.

Taking the difference gives

x2
1 − x2

2 + a1(x1 − x2) = 0.

This may be rewritten as

x1(x1 − x2) + (x1 − x2)x2 + a1(x1 − x2) = 0

which gives
a1 + x1 = −(x1 − x2)x2(x1 − x2)−1

so that
a1 = −x1 − (x1 − x2)x2(x1 − x2)−1.

It is then easy to see that

a2 = (x1 − x2)x2(x1 − x2)−1x1.
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In general, let x1, x2, . . . , xn be a set of elements of a ring R. For 1 ≤ k ≤ n
set

V(x1, ..., xk) =


xk−1

1 . . . xk−1
k

. . .
x1 . . . xk

1 . . . 1


. Then the quasideterminant

V (x1, . . . , xk) =


xk−1

1 . . . xk−1
k

. . .
x1 . . . xk

1 . . . 1


1k

is called the V andermonde quasideterminant
We say that a sequence of elements x1, . . . , xn ∈ R is independent if all

quasideterminants
V (x1, . . . , xk), k = 2, . . . , n,

are defined and invertible.
We need the following easy result.
Lemma 4.1: If the polynomial equation a1x

n−1 + ...+ an−1x+ an = 0 has a
set of n independent roots, then a1 = ... = an = 0.

Proof: Consider the system of linear equations in the variables a1, ..., an:

a1x
n−1
i + ...+ an−1xi + an = 0, 1 ≤ i ≤ n.

This may be written in the form

[
a1 . . . an

] 
xn−1

1 . . . xn−1
n

. . .
x1 . . . xn

1 . . . 1

 .
Since {x1, ..., xn} is independent, the quasideterminant

V (x1, . . . , xk) =


xn−1

1 . . . xn−1
n

. . .
x1 . . . xn

1 . . . 1


1n

exists and so the matrix 
xn−1

1 . . . xn−1
n

. . .
x1 . . . xn

1 . . . 1


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is invertible, giving the result.
For independent sequences x1, . . . , xn and x1, . . . , xn−1, z set

y1 = x1, z1 = z

yk = V (x1, . . . , xk)xkV (x1, . . . , xk)−1, 1 < k ≤ n

zk = V (x1, . . . , xk−1, z)zV (x1, . . . , xk−1, z)−1, 1 < k ≤ n.

In the commutative case yk = xk and zk = z for k = 1, . . . , n.
Define

Λk(x1, ..., xn) =

∑
1≤i1<i2<···<ik≤n

yik
yik−1 . . . y1.

Theorem 4.2: (Noncommutative Viète Theorem) Let {x1, ..., xn} be an inde-
pendent sequence of roots of the polynomial equation

xn + a1x
n−1 + · · ·+ an = 0

over R. Then

ai = (−1)iΛi(x1, ..., xn)

for 1 ≤ i ≤ n.

To prove this, we need the following preliminary result which is of indepen-
dent interest.

Theorem 4.3 (Bezout decomposition of a Vandermonde quasideterminant).
Suppose that sequences x1, . . . , xn and x1, . . . , xn−1, z are independent. Then

V (x1, . . . , xn, z) = (zn − yn)(zn−1 − yn−1) · · · (z1 − y1).

Proof (A. Lauve): By induction (base case being trivial) we need only check
that

V (x1, . . . , xn, z) = (zn − yn)V (x1, . . . , xn, z)

= V (x1, . . . , xn−1, z)z − V (x1, . . . , xn−1)xnV (x1, . . . , xn)−1V (x1, . . . , xn, z).
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Use Sylvester’s Identity on the left-hand side.

lhs =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

xn
1 · · · xn

n−1 xn
n zn

xn−1
1 · · · xn−1

n−1 xn−1
n zn−1

... ... ...
...

x1 · · · xn−1 xn z

1 · · · 1 1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣
xn

1 · · · xn
n−1 zn

X0

zn−1

...
z

∣∣∣∣∣∣∣∣∣∣
−

∣∣∣∣∣∣∣∣∣∣
xn

1 · · · xn
n−1 xn

n

X0

xn−1
n
...
xn

∣∣∣∣∣∣∣∣∣∣
×

∣∣∣∣∣∣∣∣∣
X0

xn−1
n
...
xn

1 · · · 1 1

∣∣∣∣∣∣∣∣∣
−1

·

∣∣∣∣∣∣∣∣∣
X0

zn−1

...
z

1 · · · 1 1

∣∣∣∣∣∣∣∣∣
= (?).

Now, by column transformation properties and homological relations, we have

(?) = V (x1, . . . , xn−1, z) · z − V (x1, . . . , xn−1, xn) · xn ×∣∣∣∣∣∣∣∣∣∣
X0

xn−1
n

...
xn

1 · · · 1 1

∣∣∣∣∣∣∣∣∣∣

−1

·

∣∣∣∣∣∣∣∣∣
X0

zn−1

...
z

1 · · · 1 1

∣∣∣∣∣∣∣∣∣
= V (x1,. . ., xn−1, z)z−V (x1,. . ., xn−1,xn)xn ·V (x1,. . ., xn)−1V (x1,. . ., xn,z)

as needed.
Theorem 4.4 (Viète decomposition of the Vandermonde quasideterminant)

Suppose that the sequences x1, ..., xn and x1, ..., xn−1, z are independent. Then

V (x1, . . . , xn, z) = zn + a1z
n−1 + · · ·+ an−1z + an,

where
ak = (−1)k

∑
1≤i1<i2<···<ik≤n

yik
yik−1 . . . y1.

In particular
a1 = −(y1 + · · ·+ yn),
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a2 =
∑

1≤i<j≤n

yjyi,

...

an = (−1)nyn . . . y1.

Proof: By induction on n we show that Theorem 5.2.2 follows from Theorem
5.2.1. For n = 1 one has V (x1, z) = z − x1 and so the result holds. Suppose that
the result holds for m = n− 1. By Theorem 4.3

V (x1, . . . , xn, z) = (zn − yn)V (x1, . . . , xn−1, z)

= (V (x1, . . . , xn−1, z) · z)− (yn · V (x1, . . . , xn−1, z)).

By induction,

V (x1, . . . , xn−1, z) = zn−1 + b1z
n−2 + · · ·+ bn−1,

where
b1 = −(y1 + · · ·+ yn−1),

. . .

bn−1 = (−1)nyn−1 · · · · · y1.

Therefore,

V (x1, . . . , xn, z) = zn + (b1 − yn)zn−1 + (b2 − ynb1)zn−2 + · · · − ynbn

= zn + a1z
n−1 + · · ·+ an,

where a1, . . . , an are given as desired.
Proof of Theorem 4.1: Since a quasideterminant vanishes if two columns are

equal, we have V (x1, ..., xn, xi) = 0 for all i. Thus, if {x1, ..., xn} is an independent
set of roots of a monic polynomial P (x) of degree n, it is also an independent set of
roots of P (x)−V (x1, ..., xn, z). Then by the lemma we have P (x) = V (x1, ..., xn, z)
and the theorem follows from the Viète decomposition of the Vandermonde qua-
sideterminant.





Chapter 5

An analogue of the
Fundamental Theorem

5.1 Statement of the theorem

Let F (< x1, ..., xn >) denote the free skew field on generators x1, ..., xn. Note that
the symmetric group Sn acts on F (< x1, ..., xn >) by σ(xi) = xΣ(i).

As in Chapter 4, define y1 = 1 and yk = V (x1, ..., xk)xkV (x1, ..., xk)−1 for
2 ≤ k ≤ n. Set

Λi =
∑

n≥j1>...>ji≥1

yj1 ...yji

for 1 ≤ i ≤ n. By the Viète Theorem, each Λi ∈ F (< x1, ..., xn >)Sn .
Theorem 5.1
Let f ∈ F [y1, ..., yn] and suppose σf = f for all σ ∈ Sn. Then f ∈

F [Λ1, ...,Λn].

5.2 Algebraic independence results

As usual, we say a set of elements {v1, ..., vk} ⊆ F (< x1, ..., xn >) is algebraically
independent if g ∈ F < u1, ..., uk > and g(v1, ..., vk) = 0 imply g = 0. Our
proof of the fundamental theorem will depend on showing that certain subsets of
F (< x1, ..., xn >) are algebraically independent.

Fix i, 1 ≤ i ≤ n − 1 and let σ ∈ Sn denote the transposition which inter-
changes i and i+ 1. Set

zi = yi −
σ(yi)

2
and

zi = (yi + σ(yi))s−1
i .
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Proposition 5.2: (a) {y1, ..., yn} is algebraically independent in F (< x1, ..., xn >).
(b) {y1, ..., yi−1, zi, si, yi+2, ..., yn} is algebraically independent in

F (< x1, ..., xn >).
In view of the universal property of F (< x1, ..., xn >) it is sufficient to find a

skew field K and an injection µ : F < x1, ..., xn >→ K such that V (x1, ..., xk) is
defined and invertible in K for all k, 1 ≤ k ≤ n, that si is invertible in K and that
the asserted algebraic independence results hold in K.

Our construction of such a K is based on results of Jategaonkar and of
Fisher. Consider the commutative field L = F (ti,j |1 ≤ i ≤ n, j ≥ 1) generated by
the algebraically independent elements {ti,j |1 ≤ i ≤ n, j ≥ 1}. Embed this in the
skew polynomial algebra S = F (ti,j |1 ≤ i ≤ n, j ≥ 1)[D] where Dti,j = ti,j+1D.
Then S is embedded in the skew field

K = {
∑
n≥0

D−n
∞∑

i=0

fn,iD
i|fn,i ∈ L}.

The map µ : xi 7→ ti,1D, 1 ≤ i ≤ n extends to a monomorphism of F < x1, ..., xn >
into K.

One can show that
µ(V (x1, ..., xk) =

(det


t1,1t1,2...t1,k−1 ... tk,1tk,2...tk,k−1

t1,2...t1,k−1 ... tk,2...tk,k−1

. ... .
t1,k−17... tk,k−1

1 ... 1

)×

(det


t1,2t1,3...t1,k−1 ... tk−1,2tk−1,3...tk−1,k−1

t1, 3...t1, k − 1 ... tk,3...tk−1,k−1

. ... .
t1,k−17... tk−1,k−1

1 ... 1

)−1D.

One uses this to prove Proposition 5.2.

5.3 Completion of the proof

Let A be an associative algebra over F and σ ∈ Aut A. For any subset X ⊂ A,
let F [X] denote the F -subalgebra of A generated by X. Let {a1, ..., ak, s, z} be
an algebraically independent subset of A. Assume that σz = −z, σs = −s and
σai = ai for all i.

Let b1 = (sz + z)/2 and b2 = (zs− z)/2.

Proposition 5.3
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Let 0 6= f ∈ B = F [b1, b2, a1, ..., ak] satisfy σf = cf for some c ∈ F . Then
c = 1 and f ∈ F [b1 + b2, b2b1, a1, ..., ak].

Proof: We may assume, without loss of generality, that f is homogeneous of degree
l (as a polynomial in b1, b2, a1, ..., ak). The result clearly holds if l = 0. We will
proceed by induction on l. Thus we assume l ≥ 1 and write

f = b1f1 + b2f2 +
k∑

j=1

ajgj

where f1, f2, g1, ..., gk ∈ B are homogeneous of degree l−1. Then 2f = (s+1)zf1+
z(s− 1)f2 + 2

∑k
j=1 ajgj = s(zf1) + z(f1 + sf2 − f2) + 2

∑k
j=1 ajgj and so

0 = 2(σf − cf) ∈ sz(σf1 − cf1) + 2
k∑

j=1

aj(σgj − cgj) + zB.

As {a1, ..., ak, s, z} is algebraically independent, we have 0 = σf1 − cf1 = σg1 −
cg1 = ... = σgk − cgk. Then the induction assumption implies that f1, g1, ..., gk ∈
F [b1 + b2, b2b1, a1, ..., ak]. Replacing f by f − (b1 + b2)f1 −

∑k
j=1 ajgj , we may

assume that 0 = f1 = g1 = ... = gk. Note that (as σb2 /∈ Fb2) this proves the
proposition in the case l = 1.

Now assume l ≥ 2 and write

f = b2(b1h1 + b2h2 +
k∑

j=1

ajpj)

where h1, h2, p1, ..., pk ∈ B. Then 4f = (z(s2−1)z−z2)h1 +(z(s−1)z(s−1))h2 +
2(zs− z)

∑k
j=1 ajpj) and so

0 = 4(σf − cf) ∈ zs2z(σh1 − ch1)

+2zs
k∑

j=1

aj(σpj − cpj) + 2s
k∑

j=1

aj(σpj + cpj) + z2B + zszB.

As {a1, ..., ak, s, z} is algebraically independent, we have 0 = σh1 − ch1 = σp1 −
cp1 = ... = σpk−cpk = σp1+cp1 = ... = σpk+cpk. Consequently, p1 = ... = pk = 0.
Furthermore, the induction assumption implies that h1 ∈ F [b1 +b2, b2b1, a1, ..., ak]
and so, replacing f by f − b2b1h1, we see that we may assume h1 = 0 and so
4f = 4b22h2 = z(s− 1)z(s− 1)h2 = zsz(s− 1)h2 − z2(s− 1)h2 = zszq− z2q where
q = (s− 1)h2 ∈ B. Then

0 = 4(σf − cf) = −zsz(σq + cq)− z2(σq − cq).
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As {a1, ..., ak, s, z} is algebraically independent, it follows that σq + cq = 0 and
σq − cq = 0. Thus q = 0 and so h2 = 0, proving the proposition.

Let y1, ..., yn be algebraically independent elements of an associative algebra
A over a field F . Let

Y = F [y1, ..., yn]

be the subalgebra of A generated by y1, ..., yn. Note that, by the algebraic inde-
pendence of the yi, we have

Y = ⊕n
i=1yiY.

Write

Yi =
n∑

l=i

ylY

for 1 ≤ i ≤ n and set Yn+1 = (0). For 1 ≤ i < n, set

Y [i] = F [y1, ..., yi−1, yi + yi+1, yi+1yi, yi+2, ..., yn].

For 1 ≤ j < i ≤ n, define
Λi,j = 0

and for 1 ≤ j ≤ n, define
Λ0,j = 1.

For 1 ≤ i ≤ j ≤ n, define

Λi,j =
∑

j≥l1>...>li≥1

yl1yl2 ...yli .

For 1 ≤ j ≤ n, set
Mj = F [Λ1,j , ...,Λj,j , yj+1, ..., yn].

Lemma 5.4:
If 1 ≤ j ≤ n− 1, then Λj ∩ Y [j] = Mj+1.

Proof: Note that for 1 ≤ j ≤ n− 1 and 1 ≤ i ≤ n, we have

Λi,j+1 = yj+1Λi−1,j + Λi,j

and consequently
Mj+1 ⊆Mj .

Furthermore, we also see that

Λi,j+1 = yj+1yjΛi−2,j−1 + (yj+1 + yj)Λi−1,j−1 + Λi,j−1

for 2 ≤ i ≤ n, 1 ≤ j ≤ n− 1, and so

Mj+1 ⊆ Y [j].
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Thus
Mj+1 ⊆Mj ∩ Y [j].

Hence we need to show that if f ∈Mj ∩Y [j], then f ∈Mj+1. Without loss of
generality, we may assume that f is homogeneous of degree t ≥ 0 in {y1, ..., yn}.
The assertion is clearly true if t = 0. We now proceed by induction on t, assuming
that the assertion is true for homogeneous polynomials of degree < t.

Suppose that for 1 ≤ i ≤ n, we have f ∈ Yi ∩Mj ∩ Y [j]. Then we may write

f = yifi + ...+ ynfn

where fi, ..., fn ∈ Y ,

f = Λ1,jg1 + ...+ Λj,jgj + yj+1gj+1 + ...+ yngn

where g1, ..., gn ∈Mj , and f =

y1h1 + ...+ yj−1hj−1 + (yj + yj+1)hj + yj+1yjhj+1 + yj+2hj+2 + ...+ ynhn,

where h1, ..., hn ∈ Y [j]. We will show that

f ∈ Yi ∩Mj+1 + Yi+1 ∩Mj ∩ Y [j].

Note that, since Y1 = Y and Yn+1 = 0, iterating this result proves the lemma.
To prove our assertion, first suppose that i ≤ j. Then g1 = ... = gi−1 = h1 =

... = hi−1 = 0 and yifi = yiyi−1...y1gi = yihi. Thus yi−1...y1gi ∈ Y [j], and so gi ∈
Y [j]. But then gi ∈Mj∩Y [j] and so, by the induction assumption, gi ∈Mj+1. But
then Λi,j+1gi ∈ Yi ∩Mj+1 and so, since f −Λi,j+1gi = f − (yj+1Λi−1,j + Λi,j)gi ∈
Yi+1, we have f − Λi,j+1gi ∈ Yi ∩Mj+1, proving our assertion.

Next suppose that i = j + 1. Then we have yj+1gj+1 = yj+1yjhj+1, and
so gj+1 = yjhj+1 ∈ Mj . Then gj+1 = Λj,jh

′
j+1 with h′j+1 ∈ Mj and so hj+1 =

yj−1...y1h
′
j+1 ∈ Y [j]. It follows that h′j+1 ∈Mj+1, so by the induction assumption

h′j+1 ∈ Mj+1. Then yj+1gj+1 = yj+1Λj,jh
′
j+1 = Λi+1,j+1h

′
j+1 ∈ Mj+1. Since

f − yj+1gj+1 ∈ Yi+1, our assertion is proved in this case.
Finally, suppose i > j+1. Then yigi = yihi so gi = hi ∈Mj∩Y [j] and, by the

induction assumption gi ∈ Mj+1. Therefore yigi ∈ Mj+1. Since f − yigi ∈ Yi+1,
our assertion is proved in this case as well, completing the proof of the lemma.

Noting that Y1 = M2 we obtain the following immediate consequence of
Lemma 3.2:

Proposition 3.3 For 2 ≤ j ≤ n, we have ∩j−1
i=1Y

[i] = Λj .

Proof of Theorem 5.1: Let σi ∈ Sn be the transposition that interchanges i and
i+ 1. It is clear from the definition that

σi(yj) = yj
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whenever j < i. By Theorem 4.2 we have yi+1yiyi−1...y1 = Λi+1,i+1 =
σi(Λi+1,i+1) = σi(yi+1)σi(yi)(yi−1...y1) and so

σi(yi+1)σi(yi) = yi+1yi.

Similarly, we have Λi,i+1 = (yi+1 + yi)Λi−1,i−1 + yi+1yiΛi−2,i−1 = σi(Λi,i+1) =
(yi+1+yi)Λi−1,i−1+yi+1yiΛi−2,i−1 = σi(yi+1+yi)Λi−1,i−1+yi+1yiΛi−2,i−1. There-
fore

σi(yi+1 + yi) = yi+1 + yi.

Also, for j > i+ 1 we have Λj,j = yjΛj−1,j−1 = σiyj(Λj−1,j−1) = σi(yj)Λj−1,j−1.
Thus

σi(yj) = yj

whenever j > i+ 1.
Let ui = (yi + σi(yi))/2, vi = (yi+1 + σi(yi+1))/2, and zi = (yi − σi(yi))/2.

Since σi(yi+1 + yi) = yi+1 + yi, we also have zi = −(yi+1 − σi(yi+1))/2. Set si =
uiz

−1
i . By Proposition 5.2 2.4 we have that the set {y1, ..., yi−1, si, zi, yi+2, ..., yn}

is algebraically independent. Since σi(yi+1)σi(yi) = yi+1yi, we have that ziui =
(σi(yi+1)yi − yi+1σ(yi))/4 = vizi. Then we have

yi = ui + zi = sizi + zi,

yi+1 = vi − zi = zisi − zi.

Note that σi(si) = −si and σi(zi) = −zi. Therefore the hypotheses of Proposi-
tion 5.3 are satisfied (with k = n− 2, aj = yj for 1 ≤ j ≤ i − 1, s = si, z =
zi, aj = yj+2 for i ≤ j ≤ n − 2 and σ = σi). Therefore f ∈ F [y1, ..., yi−1, yi +
yi+1, yi+1yi, yi+2, ..., yn] or, in the notation of Proposition 5.5, f ∈ Y [i]. Since this
holds for all i, 1 ≤ i ≤ n − 1, Proposition 5.5 shows that f ∈ Mn, proving the
theorem.
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Chapter 1

1.1 Why the study of quasideterminants leads to the

study of localization

The determinant of an n by n matrix A = [ai,j ] over a commutatuve ring R may
be expressed as a polynomial in the matrix entries:

det A =
∑

σ∈Sn

sgn(σ)a1,σ(1)...an,σ(n).

As we will see (in other lectures) the analogous definition of the quasideter-
minant [A]i,j of an n by n matrix A = [ai,j ] over a (possibly) noncommutative
ring R inductively gives [A]i,j as a rational expression in the matrix entries. Thus
for n = 1

[A]1,1 = a1,1

and for n > 1

[A]i,j = ai,j −
∑

k 6=i,l 6=j

ai,l[Ai,j ]−1
k,lak,j

where Ai,j denotes the minor obtained from A by deleting the i-th row and
the j-th column.

For example: [
a1,1 a1,2

a2,1 a2,2

]
1,1

= a1,1 − a1,2a
−1
2,2a2,1,

and a1,1 a1,2 a1,3

a2,1 a2,2 a2,3

a3,1 a3,2 a3,3


1,1

=

109
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= a1,1 − a1,2

[
a2,2 a2,3

a3,2 a3,3

]−1

2,2

a2,1

−a1,3

[
a2,2 a2,3

a3,2 a3,3

]−1

2,3

a2,1

−a1,2

[
a2,2 a2,3

a3,2 a3,3

]−1

3,2

a3,1

−a1,3

[
a2,2 a2,3

a3,2 a3,3

]−1

3,3

a3,1

= a1,1 − a1,2(a2,2 − a2,3a
−1
3,3a3,2)−1a2,1

−a1,3(a2,3 − a2,2a
−1
3,2a3,3)−1a2,1

−a1,2(a3,2 − a3,3a
−1
2,3a2,2)−1a3,1

−a1,3(a3,3 − a3,2a
−1
2,2a2,3)−1a3,1.

Of course, if the ai,j are elements of an arbitrary ring R, these expressions
may not exist, since all the required inverses may not exist. We may attempt to
overcome this difficulty by requiring that R be a skew field so that all we need to
check is that each of the expressions to be inverted is nonzero. We may further
regard the matrix elements ai,j as independent noncommuting indeterminates over
some field F (satisfying no relations except those forced by the axioms of a skew
field), i.e., assume that R is the ”free skew field over F generated by the ai,j”
(which we denote by F (< ai,j |1 ≤ i, j ≤ n >)). If we are to do this, we need to be
precise about the properties of the ”free skew field” and show that such an object
actually exists. We will do this, following the development of P. M. Cohn [2].

Now our independence assumption on the ai,j implies that the subalgebra
of F (< ai,j |1 ≤ i, j ≤ n >) generated by {ai,j |1 ≤ i, j ≤ n} is just the free algebra
F < ai,j |1 ≤ i, j ≤ n >, a reasonably well understood object. Thus the study of
F (< ai,j |1 ≤ i, j ≤ n >) may be thought of as a special case of the more general
problem: find all skew fields containing the free algebra F < ai,j |1 ≤ i, j ≤ n >.
This, in turn, is a special case of the more general problem: Let R be a ring, find all
injective homomorphisms φ : R→ K where K is a skew field. This is the general
problem of localization, which P. M. Cohn describes as ”the process of introducing
fractions in a ring”.

Once we have established the existence and properties of F (< ai,j |1 ≤ i, j ≤
n >), important questions about quasideterminants remain. In particular, note
that the rational expressions giving the quasideterminant of an n by n matrix
get successively more complicated in the sense that for an n by n matrix the
expression involves n − 1 successive (or nested) inversions. However, it could be
that there are simpler expressions allowing the quasideterminants of an n by n
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matrix to be expressed with fewer invesions. (Consider, for example, Hua’s identity
(cf. [6]): (a−1 +(b−1− a)−1)−1 = a− aba.) Reutenauer has proved that this is not
the case, i.e., any expression for a quasideterminant of the n by n matrix [ai,j ]
over F (< ai,j |1 ≤ i, j ≤ n >) must involve n− 1 successive inversions.

We will also be interested in studying whether certain sets of elements in
F (< ai,j |1 ≤ i, j ≤ n >) are algebraically independent. To do this, we must have a
way of determining whether or not certain expressions in F (< ai,j |1 ≤ i, j ≤ n >)
represent 0. We will see that the universal property of F (< ai,j |1 ≤ i, j ≤ n >) allows
to answer this question by considering expressions in any skew field K containing
F < ai,j |1 ≤ i, j ≤ n >. We will see that a constuction due to Fisher [4] (using
techniques of Jateogaonkar [7]) produces skew fields that are useful in this regard.

We will begin these lectures (Section 2) by reviewing the well-known case of
commutative rings. Here if R is embedded in a field S, then the set of elements
{rs−1|r, s ∈ R, s 6= 0} is a subfield of S. We will then follow Ore in characterizing
rings R (not hecessarily commutative) that may be embedded in a skew field S
is such a way that {rs−1|r, s ∈ R, s 6= 0} is a skew field. We will then consider
examples of embeddings R ⊆ S where S such that {rs−1|r, s ∈ R, s 6= 0} is not a
skew field. These examples will suggest that it is necessary to consider the subring
of S generated by all entries of the inverses of matrices over R that are invertible
in S. This provides motivation for the later introduction of the matrix ideals and
prime matrix ideals belonging to a ring R. Constructions due to Jategaonkar and
Fisher (Section 3) provide particularly important examples R ⊆ S in which R is
a free algebra and {rs−1|r, s ∈ R, s 6= 0} is not a skew field. In Section 4 we will
define the category of R-fields and specializations and formulate the appropriate
universal condition to define the free skew field. Section 5 places ”the subring of
S generated by all entries of the inverses of matrices over R that are invertible in
S” in a more general context. Sections 6 - 8 present Cohn’s development of the
correspondence between prime matrix ideals and epic R-fields. Section 9 proves
the existence of the free skew field and Section 10 gives a normal form (from [3])
for elements of the free skew field that is necessary for the proof of Reutenauer’s
Theorem. Section 11 presents the proof (from [10]) of that theorem.
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Let K be a skew field and S be a subring of K. Then S is an integral domain. That
is, if a, b ∈ S, a, b 6= 0 then ab 6= 0. (Note that we do not include commutativity in
the definition of an integral domain.)

Let S be a commutative integral domain and write S× = {s ∈ S|s 6= 0}.
Define an equivalence relation ∼ on S × S× by

(a, b) ∼ (c, d) ⇔ ad = bc.

Then lettingQ(S) denote the set of equivalence classes of S×S× under ∼, denoting
the equivalence class of (a, b) by [a, b], and setting

[a, b] + [c, d] = [ad+ bc, bd]

and
[a, b][c, d] = [ac, bd]

we see that Q(S) is a field, the map

φ : S → Q(S)

φ : s 7→ [s, 1]

is an injective homomorphism of rings and if K is any field and

ψ : S → K

is an injective homomorphism of rings, then there is an injective homomorphism

τ : Q(S) → K

such that
φτ = ψ.

Now let S be any commutative ring and φ : S → K be a homomorphism
into a field K. Then S is a commutative integral domain and so ker φ is a prime
ideal in S. If φ(S) generates K (as a field), then we have Q(S) = K. Hence
the homomorphisms φ : S → K such that φ(S) generates K are in one-to-one
correspondence with the prime ideals of S.

Ore [9] considered embeddings R ⊆ K where R is a ring (not necessarily
commutative), K is a skew field and K = {rs−1|r ∈ R, 0 6= s ∈ R}. Then R must
be an integral domain and, furthermore, for any t, u ∈ R, u 6= 0 we have u−1t ∈ K
so

u−1t = rs−1

for some r, s ∈ R, s 6= 0. Consequently, for any nonzero u, t ∈ R there exist r, s ∈ R
such that

ur = ts 6= 0
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. A ring satisfying these conditions is called a r ight Ore domain. (Left Ore do-
mains are defined similarly.) If R is a right Ore domain, we may construct a skew
field containing R by a construction analogous to that for commutative integral
domains. Thus we define an equivalence relation ∼ on R×R× by

(a, b) ∼ (c, d) ⇔ ∃u, v ∈ Rtimes such that au = cv and bu = dv.

Then letting Q(R) denote the set of equivalence classes of R × R× under ∼,
denoting the equivalence class of (a, b) by [a, b] and setting

[a, b] + [c, d] = [au+ bv, t] where bu = dv = t 6= 0

and
[a, b][c, d] = [ar, ds] where br = cs 6= 0

we see that Q(R) is a skew field, the map

φ : R→ Q(R)

φr 7→ [r, 1]

is an injective homomorphism of rings and if K is any skew field and

ψ : R→ K

is an injective homomorphism of rings, then there is an injective homomorphism

τ : Q(R) → K

such that
φτ = ψ.

It is known ([5], p. 166) that if L is a finite-dimensional Lie algebra over a
field, then U(L), the universal enveloping algebra of L is an Ore domain. Therefore,
there is a homomorphism of U(L) into the skew field Q(U(L)). If L is any Lie
algebra, we let Li denote the span of all products [a1[a2[...[ai−1, ai]...]]. Then Li

is an ideal in L. Let Fn denote the free Lie algebra on n generators x1, ..., xn and
Fn(k) denote the quotient of Fn by the ideal Fk

n. Now U(Fn) ∼= F < x1, ..., xn >,
the free algebra generated by x1, ..., xn. Thus we have

F < x1, ..., xn >→ U(Fn) → U(Fn(k)) → Q(U(Fn(k))),

a homomorphism of the free algebra F < x1, ..., xn onto a skew field.
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The constructions of this section depend on the following lemma of Jategaonkar.
Lemma: Let R be an integral domain with center F and {xi|i ∈ I} be a

subset of R containing at least two elements. Assume that
∑

i∈I xiR is a direct
sum of non-zero right ideals of R. Then the subring A of R generated by {xi|i ∈ I}
over F is isomorphic to the free F -algebra F < yi|i ∈ I > .

Proof: For a sequence j = (j1, ..., jk) let yj denote the monomial

yj1 ...yjk
.

We also set
|j| = j1 + ...+ jk.

For f =
∑

j fjy
j ∈ F < yi|i ∈ I > let

|f | = min{|j||fj 6= 0}

and
||f || = |{j|fj 6= 0}.

The homomorphism φ : F < yi|i ∈ I >→ R defined by φ(yi) = xi for all i is
surjective. Suppose φ is not injective. Order the set

S = {(||f ||, |f |)|0 6= f ∈ ker(φ)}

lexicographically and suppose that 0 6= g ∈ ker(φ) and (||g||, |g|) is minimal in S.
We may write

g = g∅ +
∑
j∈I

yjgj

where g∅ ∈ F and gj ∈ F < yi|i ∈ I > . If gj = 0 for all j ∈ I, then g = g∅ and so
0 = φ(g) = g∅, so g = 0, contradicting the choice of g. Thus there is some l ∈ I
such that gl 6= 0.

Now suppose g∅ 6= 0. Then if j ∈ I, i 6= l we have

0 = φ(gyj) = g∅xj +
∑
i∈I

xiφ(gi)xj .

As
∑

i∈I xiR is direct we have 0 = g∅xj + xjφ(gj)xj and 0 = xiφ(gi)xj for all
i ∈ I, i 6= j. Thus 0 6= g∅yj + yjgjyj and 0 6= ylglyj are elements of ker(φ). But
||ylglyj || ≤ ||g|| − 1, contradicting the choice of g. Thus g∅ = 0 and so |g| > 0.

Now φ(g) = φ(
∑

j∈I yjgj) =
∑

j∈I xjφ(gj). Since
∑

i∈I xiR is direct, we have
each xjφ(gj) = 0. In particular, 0 6= ylgl ∈ ker(φ). Then by the choice of g we
have g = ylgl. But then 0 = φ(g) = xlφ(gl) so gl ∈ ker(φ). Since ||gl|| = ||g|| and
|gl| = |g| − 1, this contradicts the choice of g, completing the proof.

Jategaonkar uses this lemma to give an embedding of the free algebra F <
xi|i ∈ I > over a field F on an arbitary set of generators {xi|i ∈ I} in a skew
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field. Let L = F (ti,j |i ∈ I, j ∈ Z, j ≥ 1), the (commutative) transcendental field
extension of F generated by {ti,j |i ∈ I, j ∈ Z, j ≥ 1}. Let L[D] denote the ring of
skew Laurent polynomials

{
m∑

i=0

fiD
i|fi ∈ L,m ≥ 0}

where Dti,j = ti,j+1D. Now if f =
∑m

i=0 fiD
i and g =

∑n
i=0 giD

i ∈ L[D] with
fm 6= 0 and m ≤ n, then

g − (gn(Dn−mfm)−1Dn−m)f =
n−1∑
i=0

(gi − (gn(Dn−mfm)−1Dn−m)fiD
i.

Thus L[D] has a left division algorithm and so is a left principal ideal domain.
Therefore L[D] is a left Ore domain and hence has a left ring of quotients K which
is a skew field containing L[D].

Theorem (Jateogaonkar [7]): The homomorphism

φ : F < xi|i ∈ I >→ K

defined by
φ : xi 7→ ti,1D

is an embedding of the free algebra F < x1, ..., xn > into K.
Proof: Since

∑
i∈I(ti,1D)L[D] is direct, the lemma gives the result.

Fisher ([4]) gives a related embedding of F < x1, x2 > into a skew field. In
the notation of Jategaonkar’s Theorem, let I = {1, 2}, set t1,j = 1 for all j ≥ 1
and write tj for t2,j . Write L = F (tj |j ∈ Z, j ≥ 1), set Dtj = tj+1D for all j ≥ 1,
and define L[D] and K as above.

Theorem (Fisher): The homomorphism

φ : F < x1, x2 >→ K

defined by
φ : x1 7→ D

and
φ : x2 7→ t1D

is an embedding of the free algebra F < x1, ..., xn > into K.
Fisher proves an important property of this embedding. Suppose φ : R→ K

is an isomorphism of a ring R into a skew field K. Define

Q0(R,φ) = φ(R)

and, for i > 0, define

Qi(R,φ) =< Qi−1(R,φ), {r−1|0 6= r ∈ Qi−1(R,φ)} >,
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the subring of K generated by Qi−1(R,φ) and {r−1|0 6= r ∈ Qi−1(R,φ)}. Then

∪i≥0Qi(R,φ)

is a skew field. We say that the embedding φ : R → K has height m if m =
min{n|Qn(R,φ) = K}. We say that an element x ∈ K has height m (with respect
to R and φ) if m = min{n|x ∈ Qn(R,φ)}. Thus if R is a skew field the embedding
R→ R has height 0 and if R is an Ore domain but not a skew field the embedding
R→ Q(R) has height 1.

Theorem ([4]): Let F be a field. Let the embedding φ : F < x1, x2 >→ K be
as described in the previous theorem. Set K1 = ∪i≥0Qi(F < x1, x2 >,φ). Then
the embedding φ : F < x1, x2 >→ K1 is of height 2.

Proof: We first show that the embedding is of height ≤ 2. Write Qi for
Qi(F < x1, x2 >), φ). Then Q1 contains D and D−1. Hence Q1 also contains
Di−1(t1D)Di = ti for all i ≥ 1. Thus Q1 ⊇ L[D]. Since the ring of quotients K is
generated by L[D] and Q1 ⊇ L[D] we have Q2 ⊇ K. Furthermore, K ⊇ Q1 and
so K ⊇ Q2. Thus K = Q2.

Now F < x1, x2 > is the span of all monomials

xi0
1 x2x

i1−1
1 x2...x2x

ik−1−1
1 x2x

ik
1

where i0, ik ≥ 0 and i1, ..., ik−1 ≥ 1. Now

φ(xi0
1 x2x

i1−1
1 x2...x2x

ik−1−1
1 x2x

ik
1 ) =

ti0ti0+i1 ...ti0+...+ik−1D
i0+...+ik .

Set M = span{tj1tj2 ...tjm
|m ≥ 0, j1 < j2 < ...jm}. Thus if f =

∑m
i=0 fiD

i ∈
φ(F < x1, x2 >) we have fi ∈M for all i ≥ 0. Let N denote the set of all products
l1...lk, where k ≥ 1 and 0 6= li ∈ M for 1 ≤ i ≤ k. Let V = {rs−1|r ∈ N, 0 6=
s ∈ N}. Let U = {D−n

∑∞
i=0 vn,iDi|n ≥ 0, vn,i ∈ V }. It is easy to check that U

is a subring containing φ(F < x1, x2 >) ∪ {s−1|0 6= s ∈ φ(F < x1, x2 >}. Thus
U contains Q1. Now suppose u ∈ F [ti|i ≥ 1] is an irreducible element such that
u−1 ∈ Q1. Then u−1 ∈ U and so u−1 = rs−1 where r, s ∈ N for some m. Then
ur = s. Since u is irreducible, u divides some element of M . Since every monomial
summand of every element of M is square free, the same must be true of every
monomial summand of u. But there are irreducible elements of F [ti|i ≥ 1] (such
as ti − tni+1 for n ≥ 2, i ≥ 1) for which this is not true. Thus K 6= Q1 and so the
embedding φ : F < x1, x2 >→ K1 is of height 2.

Fisher [4] also gives a related embedding of height 1 of F < x1, x2 > in a
skew field
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2.1 R-rings, R-fields and specializations

Let R be a ring. An R-ring is pair (φ, S) where φ : R → S is a homomorphism
of rings. For a fixed R, the R-rings form a category in which the morphisms from
(φ, S) to (φ′, S′) are ring homomorphisms ψ : S → S′ such that ψφ = φ′.

If (φ, S) is an R-ring and S is a skew field we call (φ, S) and R-field. If S is
generated (as a skew field) by φ(R) we say that (φ, S) is an epic R-field. If (φ, S)
is an epic R-field and φ is injective, we say that S is a field of fractions of R.
Thus if R is a commutative integral domain or an Ore domain, Q(R) is a field of
fractions of R.

Any morphism between epic R-fields must be an isomorphism. For if ψ is a
morphism from the epic R-field (φ, S) to the epic R-field (φ′, S′), then ψ, being
a (ring) homomorphism of between skew fields, must be injective. Furthermore,
ψ(S) ⊆ S′ is a skew field containing φ(R) and so must equal S′. Thus, if the
category of R-fields is to have an interesting structure, we must define a more
general notion of morphism.

Define a local homomorphism ψ from the R-field (φ, S) to the R-field (φ′, S′)
to be a morphism from an R-subring (φ, S0) of (φ, S) to the R-ring (φ′, S′) such
that any element S0 not in the kernel of ψ has an inverse in S0. This implies that
ker ψ is a maximal ideal of S0 and is the set of all non-units of S0. Thus ψ(S) is a
skew field containing φ′(R) = ψφ(R). Hence any local homomorphism to an epic
R-field is surjective.

Recall the definition of the skew field Q(U(Fn(k))) from Section 2. Denote
this skew field by Qn(k) and let φn,k : F < x1, ..., xn >→ Qn(k) be the homo-
morphism defined in Section 2. Then, for each n and k, (φn,k, Qn(k)) is an epic
F < x1, ..., xn >-field. If m > k define V (n,m, k) ⊆ Qn(m) to be

{rs−1|r, s ∈ U(Fn(m)), s /∈ U(Fn(m))(Fn(m))k}.

Then φn,k is a local homomorphism from (φn,m, Qn(m)) to (φn,k, Qn(k)).
Two local homomorphisms between R- fields (φ, S) and (φ′, S′) are said to

be equivalent if they agree on a subring S0 of S and if their (common) restriction

117
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to (φ, S0) is a local homomorphism.
An equivalence class of local homomorphisms between R-fields (φ, S) and

(φ′, S′) is called a specialization. Then R-fields and specializations form a category.
An initial object U in the full subcategory of epic R-fields is called a universal
R-field.

We will see that there is a universal F < x1, ..., xn >-field which we will call
the free skew field.

2.2 Rational closures

Let R and S be rings and f : R → S be a homomorphism. As usual, we may
extend f to a map from the set of m by n matrices over R to the set of m by n
matrices over S. Let Σ be a set of matrices over R. We say that f is Σ-inverting
if every element of f(Σ) is invertible. In this case we let RΣ(S) denote the subset
of S consisting of all entries of inverses of matrices in f(R).

We will find sufficient conditions on Σ for RΣ to be a subring of S.
We say that a set Σ of matrices is upper multiplicative (respectively, lower

multiplicative) if 1 ∈ Σ and if whenever A,B ∈ Σ and C is a matrix of appropriate

size then
[
A C
0 B

]
∈ Σ (respectively,

[
A 0
C B

]
∈ Σ). An upper multiplicative set

that is invariant under right and left multiplication by permutation matrices is
called a multiplicative set .

Lemma ([2], Proposition 7.1.1): Let f : R → S be a homomorphism and let
Σ be the set of all matrices over R whose images under f are invertible. Then Σ
is multiplicative.

Proof: f(1) is invertible and if f(A) and f(B) are invertible, then[
f(A) f(C)

0 f(B)

]−1

=
[
f(A)−1 −f(A)−1f(C)f(B)−1

0 f(B)−1

]
.

Theorem ([2], Theorem 7.1.2): Let Σ be an upper multiplicative set of ma-
trices over R and f : R → S be a Σ-inverting homomorphism. Then RΣ(S) is a
subring of S containing f(R) and the following conditions are equivalent:

(a) x ∈ RΣ(S)
(b) x is a component of a solution of a matrix equation

Au− a = 0, A ∈ f(Σ)

(c) x = bA−1c, A ∈ f(Σ), b =
[
b1 ... bm

]
, c =


c1
.
.
.
cm

 , b1, ..., bm, c1, ..., cm ∈

f(R).
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Now the equation in (b) can be rewritten in terms of the augmented matrix

(a,A) as (a,A)u′ = 0 where u′ =
[
1
u

]
. With this as motivation we adopt the

following notation for an m by m+ 1 matrix A:

A = (A0, A1, ..., Am) = (A0, A∗, A∞)

where A0, ..., Am denote the columns of A and A∗ denotes the m by m − 1
matrix (A1, ..., Am−1). We call (A0, A∗) the numerator of A, A∗ the core of A,
and (A∗, A∞) the denominator of A.

2.3 Matrix ideals

Suppose (φ,K) is an R-field. It is natural to ask what matrices over R map to
non-invertible matrices over K. We call the set of such matrices the singular kernel
of φ. Here are some such matrices.

We say that an n by n matrix A over R is full if it cannot be written as a
product A = BC where B is an n by r matrix over R, C is an r by n matrix over
R, and r < n. Then if A is a non-full matrix we have φ(A) = φ(B)φ(C) where
φ(B) and φ(C) are both < n. Hence φ(A) is not invertible and so A belongs to
the singular kernel.

If A = (A1, ..., An) and B = (B1, ..., Bn) are matrices of the same size and
if for some j we have Ai = Bi for all i 6= j, we define the determinental sum of
A and B (with respect to the j-th column) to be the matrix C = (C1, ..., Cn)
with Ci = Ai for i 6= j and Cj = Aj + Bj . We denote the determinental sum by
A∇B. Also, if the determinental sum of the transposed matrices At and Bt with
respect to the j-th column is defined, we define the determinental sum of A and
B with respect to the j-th row to be A∇B = (At∇Bt)t. Note that the operation
∇ is not always defined, may depend on specification of a row or column, and is
not associative. Now if A and B are non-square, then A∇B is non-square and so
belongs to the singular kernel of φ. If A and B are square matrices belonging to
the singular kernel of φ, then rank(φ(A)∇φ(b)) ≤ max{rank φ(A), rank φ(B)}.
Thus A∇B belongs to the singular kernel.

For matrices A and B define A ⊕ B =
[
A 0
0 B

]
. Clearly if either A or B

belongs to the singular kernel, then A ⊕ B does as well. Furthermore, if A ⊕ I
belongs to the singular kernel, so does A.

We say a set P of matrices over R is a matrix pre-ideal if the following three
conditions are satisfied.

(1)P contains all non-full matrices.
(2) If A,B ∈ P and A∇B is defined, then A∇B ∈ P
(3) If A ∈ P then A⊕B ∈ P for all matrices B over R.
If, in addition,
(4) A⊕ I ∈ P ⇒ A ∈ P
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we say that P is a matrix ideal .

2.4 Prime matrix ideals

The singular kernel of an R-field (φ,K) has an additional property. If A ⊕ B
belongs to the singular kernel, then either A or B belongs to the singular kernel.
This is the motivation for the following definition.

A matrix ideal P is called a prime matrix ideal if A⊕B ∈ P implies A ∈ P
or B ∈ P.

The theory of prime matrix ideals resembles the theory of prime ideals. For
example, we may use the following theorem to construct prime matrix ideals.

Theorem ([2], Theorem 7.4.3): Let R be a ring, Σ be a non-empty set of
matrices over R closed under diagonal sums, and let A be a matrix ideal such that
A ∩ Σ = ∅. Then there is a matrix ideal P maximal with respect to P ⊆ A and
P ∩ Σ = ∅. The matrix ideal P is a prime.

2.5 The correspondence between prime matrix ideals

and epic R-fields

Theorem (([2]Theorem 7.4.8): Let R be a ring and P be a prime matrix ideal.
Then there is an epic R-field (φ,K) with singular kernel P.

Outline of proof: We say that an m by n matrix has index n − m. Let M
denote the set of matrices of index 1

A = (A0, A∗, A∞)

such that the denominator (A∗, A∞) /∈ P. Let M0 denote the set of all A ∈ M
such that the numerator (A0, A∗) ∈ P. For A ∈M set A0 = (A0, A∗,−A∞)

We say that two matrices A,B ∈M are trivially related if A = PBQ∗ where
P is invertible and

Q∗ =

 1 0 0
Q0 Q∗ Q∞
0 0 1


is invertible. We abuse notation by writing A for the class of A under this equiv-
alence relation.

Now, for A,B ∈M define

A]B =
[
B0 B∗ B∞ 0 0
A0 0 −A∞ A∗ A∞

]
and

A.B =
[
B0 B∗ B∞ 0 0
0 0 A0 A∗ A∞

]
.
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Define an equivalence relation ∼ on M by A ∼ B if and only if A]C]B0 ∈M0

for some C ∈M0. Let K denote the set of equivalence classes. Then ] and . induce
operations on K that give K the structure of a skew field. Define φ : R → K by
f(a) =

[
a −1

]
.

Observe that if y ∈ K and y is represented by the matrix A ∈M , then

Au = 0

for some

u =

 u0

u∗
u∞


with u0 = 1, u∞ = p.
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3.1 Existence of F (< ai,j|1 ≤ i, j ≤ n >)

For any set X of indeterminates, F < X > is a free ideal ring and therefore the set
of all non-full matrices is a prime matrix ideal (and so, the minimal prime matrix
ideal). Therefore, F < X > has a universal field of fractions F (< X >).

3.2 A normal form for elements of F (< ai,j|1 ≤ i, j ≤ n >)

Let F be a field and D be a skew field with center F . Define DF < X > to be the
free product ofer F of F < X > and D. Then DF < X > has a universal field of
fractions DF (< X >). Since this field of fractions corresponds to the prime matrix
ideal consisting of all non-full matrices, the characterization of elements of the
R-field corresponding to a prime matrix ideal given at the end of Section 8 may
be restated by saying that each element f ∈ DF (< X >) admits a respresentation
(λ,M, γ) where λ in an n-dimensional row vector over D, γ is an n-dimensional
column vector over D and M is an n by n full matrix over DF (< X >). Furthermore,
each element of M may be taken to be of degree ≤ 1 in X, and

f = λM−1γ.

This representation is said to be of dimension n.
Such a representation is said to be minimal if n is minimal among all repre-

sentations of f .
Two representations (λ,M, γ) and (λ′,M ′, γ′) of dimension n are equivalent

if for some invertible matrices P,Q ∈ GLn(D) we have

λ′ = λP,M ′ = QMP, γ′ = Qγ.

Theorem ([3], Theorem 4.3): Any two minimal representations are equivalent.

123



124 Chapter 3.

3.3 Reutenauer’s Theorem

Let M = [mi,j ] be an n by n matrix. We say that M is canonically invertible if
M = UL where U is upper triangular and invertible, and L is lower triangular
and invertible.We say that M has a height structure of height ≤ l if there us a
function h : {1, ..., n} → {0, ..., l} such that:

If h(i) = 0, then mi,i = 1 and mi,j = 0 for j > i.
If h(i) ≥ 1, Si = {j > i|h(j) ≥ h(i)} 6= ∅ and n(i) = min Si, then mi,j = 0

for j ≥ n(i).
Theorem ([10], Theorem 2.2): Let D be a skew field with infinite center F and

of infinite dimension over F . An element of DF (< X >) has height ≤ l if and only
if it admits a minimal representation (λ,M, γ) where M is canonically invertible
and has a height structure of height ≤ l.

Using this result, Reutenauer proves that each entry of [ai,j ]−1 has height n
in F (< ai,j |1 ≤ i, j ≤ n >). Since each entry of this inverse matrix is the inverse of a
quasideterminant of height≤ n−1 we see that the height of every quasideterminant
of the n by n matrix [ai,j ] has height n− 1.
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