Supplementary Material:
StacMR: Scene-Text Aware Cross-Modal Retrieval

1. Introduction

In this document, we provide additional details about
the proposed CTC dataset as well as experiments that of-
fer more insights about the different re-ranking strategies
and the proposed supervised model that we describe in the
manuscript.

2. Additions to Baselines and Re-Ranking
2.1. Full Table of Results on CTC

Table 1 presents a more extensive version of the results
presented in Section 5.1 from the main paper. This section
dives into some parts of these results.

Scene-Text-only Baselines. Here we discuss additional
scene-text baselines we applied to our task. As described in
the main paper, we first experimented with the GRU (textual
embedding) of the cross-modal models to describe the scene
text and compare it to the captions. Their results are shown
in Table 1, rows (5-8). In contrast to the visual model, where
VSRN consistently outperformed VSE++, for scene text the
later performs better than the former. Models trained on
Flickr30K + TextCaps also perform better than their coun-
terparts trained on Flickr30K only.

We also experimented with training a GRU for a caption-
to-scene-text retrieval in Flickr30K. We directly applied the
training code of VSE++ to these two modalities (scene text
and captions) and simulated the scene text of an image as
the intersection between two of its captions. The results of
this method, called GRU++, are presented in row (9).

Using GRU trained for cross-modal retrieval (CMR) as
scene-text descriptors has its limitations. The scene text is
described with a descriptor learned to represent captions,
which is not optimal. For scene text, the order of the words
is not as relevant as for a caption. However, since the
CMR models use a GRU, the scene-text representation is
dependent on the order their words are fed to the model.
The Fasttext+FV baseline aims to address these limitations.
FastText [2] uses a larger vocabulary than other Word2Vec
based models, and uses word n-grams to embed words.
In this manner, FastText is a more robust embedding that
learns the syntax as well as the semantics of a given word.
On top of FastText, a Fisher kernel [7] is employed to aggre-

gate word embeddings. Additionally, an advantage of such
an approach is that the scene-text instances are not order de-
pendent and the only training required is at the moment of
constructing a Gaussian Mixture Model (GMM) that mod-
els the FastText vocabulary distribution. The best perform-
ing implementation of Fasttext+FV approach is presented
in row (11). On top of it, we show in row (10) a first imple-
mentation of this method before lemmatisation and removal
of stop words.

Finally, we show results for the two best models (two dif-
ferent flavors of VSE++ GRU) when using OCR prediction
from [3] in rows (5’) and (6’). These models are also used
in combination with visual-only baselines in rows (19-21),
(34-36) and (41-43). We observe a considerable decline in
performance between (5) and (5°), (6) and (6’). This can be
attributed to errors in OCR prediction. Indeed, COCO-Text
is a very challenging dataset for scene-text recognition due
to its many small bounding boxes, and CTC inherits these
annotations. These results highlights the important of good
scene-text recognition for StacMR. When comparing com-
binations to their equivalents with ground-truth annotations,
the decline in performance is less pronounced.

Models trained on Flickr30K In the main pa-
per, we highlighted how the best performance are ob-
tained from cross-modal retrieval models trained on
Flickr30K+TextCaps. We recommend models trained on
this combination of datasets for benchmark on CTC. For
completeness, we include here re-ranking results for com-
bining models trained on Flickr30K only. Their per-
formance are shown in rows (12-18) using ground-truth
scene-text annotations and rows (19-21) using OCR pre-
dictions from [3]. In comparison to the models trained on
Flickr30K+TextCaps, models trained on Flickr30K obtain
similar improvement on CTC-1K and more significant gains
on CTC-5K.

In addition to these, a few hybrid models (where visual-
only models are trained on F30K+TC and scene-text-only
models are trained on F30K) are shown in rows (30-36).

2.2. Performance on TextCaps

In order to describe why TextCaps is not fit as an evalua-
tion dataset for StacMR, we performed similar experiments



Scene-text Trained on | Scene-text CTC-1K CTC-5K
Visual Model Model Source Re-rank Image to Text Text to Image Image to Text Text to Image

F30K TC R@I R@5 R@I0|R@I R@5 R@ID|R@I R@5 R@IO|R@I R@5 R@I0
M VSE X 7 X - - 205 428 545 154 352 484 133 302 402 84 215 301
(2)  VSE++ X VR . . 239 506 632] 165 39.6 533| 126 30.1 402| 79 210 297
3) VSRN X X - . 271 507 62.0| 197 428 557| 192 386 49.4| 125 292 39.1
) VSRN X s - - 356 644 760| 241 501 63.8| 227 451 560| 142 321 426
®) X VSE++ GRU /X GT - 174 299 37.1] 83 175 232] 24 48 58] 13 30 42
") X VSE++ GRU v x| ocr . 124 217 260 65 145 189| 19 36 44| 11 26 36
(©) X VSE++ GRU VR GT - 263 404 47.3| 100 203 256| 44 71 82| 1.6 35 47
) X VSE++ GRU v v | ocr . 199 308 364| 88 161 208| 34 54 63| 15 30 40
I%) X VSRN GRU X GT . 77 188 260 52 127 188| 1.1 24 33| 09 22 33
(8) X VSRN GRU VA GT . 123 251 30.1| 68 153 200 19 40 52| 11 28 38
©9) X GRU++ VR GT - 160 299 351| 87 177 224| 14 25 35| 08 20 29
(10) X Fasttext+FV uncleaned| X X GT - 195 358 431| 05 14 21| 31 54 71| 01 03 04
(11) X Fasttext+FV X X GT . 217 365 443| 32 66 90| 35 59 15| 06 13 17
D) AVG | 311 545 657 172 372 476] 72 164 240] 47 135 207
(13) LF 253 519 63.6| 173 395 522| 134 30 404| 7.5 203 292
(4)  VSEH VSE++ GRU X GT PSC | 258 517 632| 135 374 510| 109 305 413| 42 198 295
(15) LSC | 259 518 63.1] 172 394 525| 136 31.1 415 79 208 300
(16) LF 356 612 713| 21.8 454 580 192 392 502| 107 267 369
(17)  VSRN VSE++ GRU voox GT PSC | 306 593 695| 162 432 582| 148 388 502| 60 264 381
(18) LSC | 380 603 703| 219 458 582| 203 400 50.6| 11.1 278 382
(19 LF 322 583 693| 203 435 565| 183 378 485| 106 270 368
(20)  VSRN VSE++ GRU v x| ocr PSC | 267 560 667| 150 442 57.4| 145 381 495| 62 264 380
@1 LSC | 328 57.0 685| 207 440 57.1| 197 39.6 503| 113 279 383
@2 AVG | 346 531 61.0| 145 310 394| 100 215 295| 50 141 214
23) LF 310 600 72.3| 204 447 573| 134 309 415 74 205 29.1
4y  VSEH VSE++ GRU < GT PSC | 374 628 736| 155 426 57.0| 122 321 424| 41 193 292
25) LSC | 316 57.8 702| 203 447 57.8| 137 317 416 77 210 296
26) AVG | 368 622 729 186 405 529| 153 335 443| 64 189 280
@n LF 403 685 799| 239 499 63.4| 226 450 563| 11.8 295 400
8  VSRN VSRN GRU At GT PSC | 335 659 782| 158 48.1 643| 185 445 560| 53 287 410
29) LSC | 386 675 785| 243 504 64.0| 234 456 565| 121 30.6 4Ll
30) LF I17 686 789| 251 520 655| 225 444 55| 128 310 413
31) VR PSC | 328 673 799| 17.6 494 649| 161 446 562| 65 293 413
G2y VSRN VSE++ GRU voox GT LSC | 422 679 785| 255 520 656| 23.1 459 56.1| 133 317 422
(33) Oracle LF|763.2 7829 789.3|737.9 T64.3 7755[731.0 7539 T64.5[719.7 7393 T49.6
G5 Y, LF 391 667 79.1| 241 503 643| 212 438 554| 128 318 430
(35)  VSRN VSE++ GRU v OCR PSC | 316 652 785| 166 486 64.6| 158 439 558| 67 294 414
(36) LSC | 393 674 787| 247 509 64.6| 227 453 563| 133 316 422
37 LF 458 727 814| 265 527 66.1] 242 461 57.1| 129 31.0 412
(38) PSC | 422 715 828| 189 511 664| 20.1 464 575 67 295 416
(39)  VSRN VSE++ GRU v /| GT LSC | 453 715 807| 267 530 662| 244 469 574| 132 318 423
(40) Oracle LF|767.9 784.8 T91.1[739.2 T64.8 176.2[732.9 7553 1652[720.1 739.7 7503
@ LF 15 701 798| 251 512 643| 233 450 589] 12.6 305 411
(42)  VSRN VSE++ GRU v v | ocr PSC | 385 69.6 80.6| 179 50.1 65.1| 198 457 572| 7.0 298 417
43) LSC | 422 686 785| 255 518 649| 198 457 572| 132 315 422

Table 1: Results on CTC-1k and CTC-5k for visual-only baselines, scene-text-only baselines and re-ranking combinations of
these baselines. Bold results denote the best performance at each of visual model, scene-text model and re-ranking methods.
1 denotes theoretical upper-bounds to the linear combination re-rankings. (see Section 2.3)

to those described in Sections 5.1 of the main paper. The
main results are shown in Table 2. Here we see how a model
trained for cross-modal retrieval with no access to the scene-
text information performs better as a scene-text model than
a visual model. This highlights the bias of the dataset to-
wards scene text as its main information and the fact that
purely visual information comes second.

2.3. Oracle Late Fusion

In addition to providing strong multimodal baselines
from separated visual and scene-text models, combination
methods are very intuitive to understand. For example, late
fusion scores of two models consists of a linear combination

of the scores given by two different models. The hyper-
parameter « corresponds to the best linear combination fac-
tor when averaging for all queries, both images and cap-
tions.

A natural extension to the late fusion combination is to
make « a parameter dependent on the values of the the
image-to-caption similarity s,(q,d) and the scene-text-to-
caption score s;(q, d). Based on this extension, we propose
an oracle combination method s} 5, called oracle late fu-
sion, where the parameter « is query dependent and hand-
picked to optimize the ranking for the query. More pre-
cisely, this oracle optimizes the median rank of the first re-



Trained on TextCaps
Visual Model | Scene-Text Model Combination Image to Text Text to Image

F30K TC R@1 R@5 R@I0|R@1 R@5 R@I0
) VSE++ X X |- 56 151 215 41 111 166
?) VSRN X X |- 62 145 202| 45 117 166
3) VSE++ X X /|- 147 309 404| 10.0 243 329
) X VSE++ GRU X |- 11.5 187 22.0| 103 175 20.1
) X VSE++ GRU X /|- 34.6 457 49.7| 251 350 379
6) AVG 428 56.6 62.8| 308 462 52.7
@ LF 335 547 63.7| 22.6 408 502
(8)  VSE++ \R’(fizggg X v |pscC 400 563 64.6| 247 423 507
9) LSC 257 460 56.1| 18.0 36.0 453
(10) Oracle LF 7573 T72.3 778.0(739.6 7559 763.0

Table 2: Results on TextCaps (validation set) for visual-only baselines, scene-text-only baselines and re-ranking combinations
of these baselines. T denotes theoretical upper-bounds to the linear combination re-rankings. (see Section 2.3)

Trained on Flickr

30K

TextCaps

Model Image to Text

Text to Image

Image to Text Text to Image

F30K TextCaps CTC|R@1 R@5 R@10

R@1

R@5 R@10|R@] R@5 R@10|R@] R@5 R@10

572 844 90.5
14.1 34.6 45.0
57.6 853 924
58.1 832 915
55.1 79.6 87.1

X

SCAN

38.6
7.8
39.2
39.6
355

68.4 79.1
2277 32.1
70.0 80.2
69.8 813
672 713

93 21.7 298 | 47 141 212
232 50.5 635 [14.1 37.6 52.1
16.6 36.6 487 | 93 254 364
44 112 162 (24 72 113
154 352 469 |134 37.1 5138

63.1 86.5 92.1
11.7 30.1 40.2
62.5 86.1 923
649 88.0 93.2
60.7 852 90.4

VSRN

47.1
9.2
48.1
49.0
45.7

75.3 83.8
237 328
76.8 84.3
76.9 84.9
739 81.8

63 149 214 | 42 114 166
143 349 462 [953 262 372
19.6 419 53.1 [ 139 32.8 438
821 186 254 |556 140 195
18.7 38.6 50.1 | 124 30.0 41.2

639 86.9 924
133 29.6 39.6
62.4 85.8 92.1
632 87.2 925
67.5 88.1 93.6

STARNet
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48.6
9.8
47.1
49.5
50.7

76.7 84.7
245 34.1
76.1 84.1
78.1 85.2
78.0 854

6.79 155 21.6 | 46 12.1 175
28.7 53.7 65.1 [19.8 40.1 51.6
240 489 60.7 | 17.3 379 4938
75 175 251 | 52 136 195
29.5 538 653 |20.8 429 53.6

Table 3: Quantitative comparison of experimental results of image-to-text and text-to-image retrieval on the Flickr30K (test)
and TextCaps (val) sets of supervised models. Metric depicted in terms of Recall@K (R@K).

trieved positive item:

sir(g,d) = a*(q)su(q,d) + (1 — a*(q))s:(q, d),

a*(q) = argmin (Rank sy r(q,d)),
a€l0,1]

(D
2

where Rank denotes the rank of the first retrieved posi-
tive item. Given a visual-only and a scene-text-only model,
the oracle late fusion provides us with a theoretical upper-
bound to the performance of any combination obtained by
linearly combining these models. Moreover, we can analyse
the values of « obtained for each query to understand how
often does a combination prefers to use the visual model or
the scene-text model. Indeed, a*(q) ~ 1 indicates that, for
this query, the visual model is enough and the scene text
should be ignored, o*(¢q) ~ 0 means that the scene text is
enough, and a*(¢) in between implies a balanced optimal
weighting of both modalities.

We present the performance for oracle late fusion, eval-

uated both for CTC and TextCaps, on Table 1 rows (33) and
(40), and Table 2 row (10). We observe a considerable im-
provement compared to combination methods. While for
instance, looking at RQ10 results, row (39) improved upon
row (4) by 4.7%, 2.4%, 1.4% and -0.3%, row (40) beats
row (39) by 10.4%, 10%, 7.8% and 8%. More importantly,
these theoretical upper-bounds show the unexplored poten-
tial of combining visual and scene-text information to im-
prove StacMR results. We also provide, for the oracle late
fusion of row (40), the histogram of optimal values of a*
in 1. We observe that a*(¢) ~ 1 more common for text
queries than image queries and more common for CTC-
5k than CTC-1k. Indeed, text queries and CTC-5k queries
have a higher probability to have a zero-word intersection
between groundtruth scene text and positive captions, re-
spectively, then image queries and CTC-1k queries, which
favors a* = 1.
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Figure 1: Histogram of « values for oracle late fusion, row (36) of Table 1. Blue histograms show oracle o for CTC-1k,

green histograms for CTC-5k.

3. The STARNet Model
3.1. Implementation Details

In the baselines of supervised models, SCAN [5] and
VSRN [6] use the same hyper parameters as the correspon-
dent work published and it is based on public code avail-
able. We introduce modifications to each of those models,
in a way that scene-text instances are treated similarly to
visual regions. We expanded the number of visual region
inputs from the original 36 to add 15 scene-text instances
that sum in total 51 combined visual and textual regions.
Text instances are sorted according to the confidence value.
If text is not present, or the instances are less than 15, we
use a zero-padding scheme.

The proposed supervised model, STARNet was trained
for 30 epochs along with a batch size of 128 samples per
iteration on each experiment. The learning rate employed
was 0.0002 and was decreased by a factor of 10 every 10
epochs. The visual features have a dimension of 2048-d.
The FastText [2] textual vectors that serve as input to the
model have a dimension of 300-d, which are linearly pro-
jected into a similar feature space of 2048-d as the visual
features. We use 4 GCN-based reasoning layers on the vi-
sual and textual GCN to enrich and reason from the visual
and scene-text features. The final semantic space learned
contains 2048-d, which is used to project the final image
representation and captions.

In our experiments, when the Flickr30K [9] dataset is
employed, we use the same training, validation and test-
ing split as in [4], which contain 28,000, 1,000 and 1, 000
images respectively. When using only the TextCaps [§]
dataset, the original training set is used and the validation
set is employed as the evaluation set, since the test set is
currently publicly unavailable. At the moment of training
the proposed STARNet model, we employ the validation
set of TextCaps to achieve the best performing weights.

3.2. Performance on Flickr30K and TextCaps

In Table 3 we show the performance of our proposed
model with SCAN [5] and VSRN [6]. In order to obtain

comparable results, we have obtained features from our im-
plementation to extract visual regions as [!]. Publicly avail-
able code for SCAN [5] and VSRN [6] was used to train
those models.

Results show that by leveraging scene-text retrieval im-
provements can be achieved. It is important to note the ef-
fect of employing different datasets in the training proce-
dure. As it is expected, training on TextCaps and due to the
dataset nature that focuses only on scene text instances, as
well as their captions, it does not yield good results when
used alone. Even adding samples from the CTC dataset at
training time, can yield an improvement when evaluated on
the TextCaps validation set.

It is worth noting as well that in standard cross-modal
retrieval models, adding TextCaps training data achieve
a minor improvement (SCAN) or lower the performance
(VSRN) when compared in the Flickr30k dataset. How-
ever a slight improvement is achieved when adding the CTC
training set.

However, the proposed model learns to model the inter-
actions between scene-text and visual descriptors to com-
bine them appropriately. STARNet achieves better a per-
formance among both datasets even when scene-text is not
widely available in Flickr30k.

4. Dataset Samples

Figure 2 showcases a few samples of image-caption pairs
that belong to the full CTC dataset. On the other hand, in
Figure 3 we depict image-caption pairs that belong to the
explicit set of the CTC dataset, the bold words in captions
reference to appearing scene text. We can note that scene
text provides strong cues to better discriminate each image.
Leveraging scene-text can provide with important comple-
mentary information for language and vision oriented tasks,
such as in the case of cross-modal retrieval.

5. Qualitative Results

In Figure 4 we illustrate qualitative results when per-
forming Image to Text cross-modal retrieval. Text con-



tained within an image usually serve as discriminatory sig-
nal, such as the word ”samsung” in the third image and the
number ”15” in the fifth query. Scene text also provides
a strong complementary cue to be used along with visual
features as the rest of the queried samples suggest.

It is important to note, that even though some samples
are not entirely correct, the model still preserves semantics
between image and retrieved captions.

We illustrate in Figure 5 the results obtained when per-
forming Text to Image cross-modal retrieval. In the queries
performed, scene-text work as fine-grained and discrimina-
tive information to retrieve correctly an image. Similarly to
the previous scenario, wrongly retrieved samples still pre-
serve semantics.

By exploring the qualitative results obtained, added to
the quantitative tables in previous sections, we can reinforce
the notion that modelling scene-text along with visual fea-
tures does improve retrieval granularity thus yielding higher
performing cross-modal retrieval pipelines.
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Image Captions

A blue bus at a bus stop with its doors open.

A bus with its doors open is waiting at a bus stop.
A bus sits parked on the side of a street.

A picture of a bus on the side of the street.

The blue and white trolley is waiting on passengers.

A woman, man and two dogs in an inflatable raft on some water.
The two ladies are in the row boat.

Three people in a raft on the lake.

A boat with people on it with a dog in water with a goose in it.

Man and woman with two dogs on a power boat on a lake.

A train on the tracks with people standing and walking by it

A crowd of people are walking in front of a train

A stopped train at a train crossing with people crossing the tracks.

A black train parked at a train station as people walk across the train tracks.

People at a train station, gathering around a black locomotive.

A man holding a tennis racquet on a court.

A man swinging a tennis racket during a tennis match.

A tennis player in mid air action on the court.

A tennis player about to serve the ball as a small crowd looks on.

A tennis player is in the air making an overhead swing.

A red double decker bus on street next to building.
A bus that is driving in the street.
A ride double-decker bus stands out against a black and white background.

A double decker bus with few passengers turning at a corner.

A red double decker bus driving down a city street.

Figure 2: Image-caption pairs taken from the full proposed CTC dataset, in which appearing scene-text does not have a
semantic relation with the annotated captions, i.e. there are no scene-text and captions common words.



Captions

An emergency response person is on a motorcycle.

A medical person riding a motorcycle with ambulance on back.
A police officer on a motorcycle pulling over a black car.

A police motorcycle gets down to business when someone speeds.

A motorcycle with a sign on the back that says ambulance.

A China Airlines Airplane sitting on a waiting area of an airport.
A big commuter plane sits parked in a air port.

A China Airlines airliner is parked at an airport near another jet.
Some white red and blue jets at an airport.

China airplane airline is parked at a dock.

A motorcycle parked in a parking lot next to a car.

An antique Indian motorcycle is parked next to the sidewalk.
Motorcycle parked on the edge of a street.

An old Indian motorcycle parked at the curb of a street.

A motorcycle parked on a sidewalk next to a street.

Looks like a portrait of a distinguished gentleman.

A painting of Walter Camp, siting on bench.

A painting of a man in brown jacket and hat sitting at a bench.
This a painting of Walter Camp in a trench coat.

A painting of an older man on a city bench holding a rolled up magazine.

A professional baseball player standing on the field while holding a mitt.
A baseball player wearing a catchers mitt on top of a field.
A Twins baseball player holding his glove walking on the field.

The pitcher is resigned to losing the important game.

A Twins baseball player walking to the dugout.

Figure 3: Image-caption pairs from the proposed CTC explicit dataset, i.e. the scene-text and captions have at least one word
in common (marked in bold).



Queried Image Retrieved Captions

Clock at a train station showing the time of the next trains arrival. v/
A clock with the words next train written about it. v/

A clock on a train platform during day time. X

A clock attached to a pole at a train station. { X

A clock that is sitting on the side of the pole. v/

A large number of police motorcycles are lined up. T X

A bunch of police officers on motorcycles waiting for something. v/
A group of police officers that are riding on motorcycles. T X

A police on motorcycles are parked beside a crowd. X

A line of police are riding motorcycles down the street. X

People riding on the upper level of a samsung bus in a parade. v/
A blue tow truck carrying a boat. X

A blue truck is pulling a white boat. X

A police vehicle on a tow truck that is being taken away. X

A group of police standing at the back of a moving truck. X

A tall lighthouse sign with a clock on the tower of a plaza. v/

A tall church building with a massive clock on front of it. X

A modern clock tower is embellishing a market which sits beneath a clear blue sky. v/
Tall tower with clock near well lit building at night. X

A large tower that has a clock on the very top of it. T X

Two woman near the interstate 15 sign in las vegas. v/

Two women standing on a sidewalk next to a street sign at night while cars drive on the street next to them
and behind them. v/

Two young ladies standing on the sidewalk under a street sign. v/

Two people standing on a street with a street sign. v/

Two women on street next to cars and traffic signs. v/

Figure 4: Qualitative samples obtained when an image is used as a query (Image to Text) in the proposed CTC explicit
dataset. Correct results are marked with v'. Incorrect results are marked with X. Reasonable mismatches are depicted with {
but still marked by a X.



Query 1: A marc passenger drains rides along railroad tracks.

o . T““m 7

Query 3: Commuter shuttle bus on roadway in large city.
T z - ﬂ )

ié&% § ‘ iy i

Query 4: A china airlines airliner is parked at an airport near another jet.

Figure 5: Qualitative samples when a caption is used as a query (Text to Image) in the proposed CTC explicit dataset. Correct
results are marked in a green box. Incorrect results are marked in a red box. Words in bold in queried captions depict the

scene-text that helps to discriminate retrieved images, which otherwise are ambiguous. Query 1 contains an annotator typo
”drains”.



