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Abstract

The explosive progress of Deepfake techniques poses un-
precedented privacy and security risks to our society by
creating real-looking but fake visual content. The current
Deepfake detection studies are still in their infancy because
they mainly rely on capturing artifacts left by a Deepfake
synthesis process as detection clues, which can be easily re-
moved by various distortions (e.g. blurring) or advanced
Deepfake techniques. In this paper, we propose a novel
method that does not depend on identifying the artifacts but
resorts to the mechanism of anti-counterfeit labels to protect
face images from malicious Deepfake tampering. Specifi-
cally, we design a neural network with an encoder-decoder
structure to embed watermarks as anti-Deepfake labels into
the facial identity features. The injected label is entangled
with the facial identity feature, so it will be sensitive to
face swap translations (i.e., Deepfake) and robust to con-
ventional image modifications (e.g., resize and compress).
Therefore, we can identify whether watermarked images
have been tampered with by Deepfake methods according
to the label’s existence. Experimental results demonstrate
that our method can achieve average detection accuracy of
more than 80%, which validates the proposed method’s ef-
fectiveness in implementing Deepfake detection.

1. Introduction

The advancement of deep generative approaches has led
to various powerful Deepfake methods, which can synthe-
size visually authentic images/videos. However, abusing
Deepfake techniques poses a pressing threat to the integrity
of multimedia information and personal privacy, such as
fake news or rumours. To counterbalance the aggressive-
ness of Deepfake, a new research branch known as Deep-
fake Detection arises, which aims to utilize traditional me-
dia forensics methods or deep learning technology to differ-

entiate the fake images/videos from the real ones.

Existing Deepfake detection approaches mainly focus
on passively capturing the artifacts introduced during the
Deepfake synthesis as clues to identify the fake im-
ages/videos, which suffer from two fundamental issues:
(1) Generalization: artifact-based detection methods are
difficult to generalize to unknown scenarios. These meth-
ods depend highly on the artifacts learned during the train-
ing process, so they exhibit poor performance in dealing
with unknown and strange artifacts [29]. Besides, Deepfake
techniques are developed with an alarming speed, leaving
fewer detectable artifacts in their synthesized results [7,22].
These methods are thus struggling to keep up with the de-
velopment of the Deepfake techniques. (2) Robustness:
artifact-based detection methods are not robust against
real-world distortions. Conventional image manipulations
(e.g. cropping, compression) might destroy the artifacts in
Deepfake results. These effects would further make the
artifact-based detection methods less reliable in such sce-
narios [17,38]. Besides, the carefully crafted imperceptible
adversarial noise in Deepfake images/videos can also sig-
nificantly reduce the effectiveness of the artifact-based de-
tection [4, 12].

To overcome the above problems, we propose a novel
framework to proactively watermarks the identity feature
of face images and then determine whether these images
are Deepfake or not according to the existence of the wa-
termark. The mechanism of our method is similar to anti-
counterfeit. Before sharing personal images online, the user
can use our method to embed his/her watermark into these
images. The watermark acts as the anti-Deepfake label to
protect the user’s authenticity of these images. Once im-
ages with similar identities to the watermarked images ap-
pear online, the owner of watermarked images can verify
these suspect images’ authenticity according to the exis-
tence of his/her watermark. More details about the pro-
posed method’s real-world application scenario are in Ap-
pendix B.
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Figure 1. Our method’s overall framework consists of watermark injection and watermark verification. The watermark injection step aims
to generate watermarked images that are perceptually similar to the original and contain the anti-Deepfake watermark. The watermark
verification step aims to verify the existence of the watermark in the image’s identity representation to determine whether it is counterfeited
or not. The tampering part in the middle represents potential Deepfake manipulations on our watermarked image, which is not our

framework’s component but is the objective we aim to detect.

As shown in Fig. 1, our proposed framework consists of
two major steps: watermark injection and watermark veri-
fication. In the watermark injection step, the input face im-
age is first disentangled via two dedicated networks into an
identity representation and multi-level attributes represen-
tation. Then we embed a pseudo-random sequence into the
identity representation to generate the watermarked identity.
The embedded sequence has no dependence on the face im-
age, so it can be randomly selected but will be preserved
and used for the watermark verification step. Another gen-
erative network integrates the watermarked identity with
the original attributes to synthesize the watermarked image.
This watermarked image is perceptually similar to the orig-
inal one, excluding the negative impact on the image’s nor-
mal use from the watermark.

The watermark verification step aims to verify the exis-
tence of the watermark in the image to determine whether
Deepfake has manipulated it. We employ the same network
used in watermark injection to extract the image’s iden-
tity representation and then calculate its correlation with
the preserved watermark to inspect whether the watermark
exists. According to the feature of the pseudo-random se-
quence, if a peak appears in the correlation result, it indi-
cates the watermark is still in the corresponding image, so
it has not tampered with Deepfake. Otherwise, it will be
determined as a fake one. More details about the proposed
method will be explained in the following sections.

In summary, our main contributions are summarized as
follows: (1) We propose a novel proactive Deepfake de-
tection method by embedding an anti-counterfeiting water-
mark into images’ identity vectors. (2) We design a sim-
ple but effective encoder-decoder network to implement in-
visible anti-Deepfake watermarking, which requires neither
pre-annotation nor pre-detection information. (3) We con-
duct extensive experiments to evaluate the performance of
our method in terms of effectiveness, robustness, utility and
security.

2. Related Work

The imperfection of Deepfake techniques inevitably in-
troduces various artifacts to their results, which are the pri-
mary clues for existing studies to identify Deepfakes.

McCloskey [32] first utilizes colour distortions to de-
tect fake images. Nataraj et al. [33] then propose to iden-
tify Deepfake by analyzing the combination of pixel co-
occurrence matrices. Chai [5] differentiates fake faces by
the redundant spatial artifacts in the image’s local patches.
The study [25] spots the discrepancies across the blending
boundary to distinguish the modified faces. To improve
the detection performance, Dang [9] first adopt attention
mechanisms on CNN models to detect Deepfake artifacts.
Zhao et al. [54] reformulate the Deepfake detection as a
fine-grained classification task and propose a new multi-
attentional architecture to capture local discriminative fea-
tures from multiple faces attentive regions. Yu et al. [50]
propose a commonality learning strategy to learn the uni-
versal Deepfake features from different databases to better
generalize in unknown forgery methods.

Except for the spatial artifacts, the biological signal arti-
facts are another obvious clue for the forge. Lyu [26] first
proposes to spot Deepfake videos by observing the lack
of eye blinking in the synthesized face. In [46], incon-
sistent head poses are employed to reveal forged videos.
FakeCatcher [8] combine six different biological signals to
distinguish the natural or fake videos. Haliassos [14] tar-
gets the inconsistencies in mouth movements learned via
lipreading to detect forged videos. Yang et al. [45] employs
the multi-task learning scheme to extract more comprehen-
sive and accurate lip features to gain more powerful fake
discriminability.

Some researchers investigate the frequency artifacts in
Deepfake results, which are believed to originate from the
architecture of GANs. AutoGAN [53] first observes that
the up-sampling design in GAN would introduce artifacts
in the synthesized images which can be used to detect
GAN-generated images. Other studies [30, 48] then intro-
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duce the GAN fingerprints for classifying the authentic or
GANGs-faked images. [11] further utilize the GAN finger-
prints for Deepfake attribution. Recently, to improve the de-
tector’s generalization, Luo [28] combine the image’s high-
frequency features and colour textures to trace the forgery.

Meanwhile, some proactive measures [1, 42, 47] are
fighting malicious Deepfake by embedding an invisible tag
into the original image, which can remain retrievable after
the Deepfake generation process. Then, the user can re-
trieve the tag and block the dissemination. Yu et al. [49]
embed artificial fingerprints into the generative model and
then to its generated Deepfakes so that they can achieve de-
tection according to the extracted fingerprints. Compared
with these works, our method focuses more on semantic
level protection, i.e., preventing manipulating face images’
identity features.

3. Methodology

Our proposed framework includes two steps: watermark
injection and watermark verification. We will introduce the
details in this section.

3.1. Watermark Injection

The watermark injection step aims to insert a sequence
into a face image to entangle with its identity feature while
keeping the watermarked image perceptually similar to the
original. The rationale behind this step is that slightly dis-
turbing the identity feature while preserving residual at-
tributes will not significantly distort the face image. More-
over, the conventional image modifications, e.g., cropping,
resizing and compression, usually do not impact the identity
feature of the facial images. Hence, the embedded water-
mark can avoid being modified and remain robust against
conventional image manipulations. In contrast, Deepfake
methods, whose objectives are editing or swapping the im-
age’s identity, will inevitably alter the inserted watermark.
Therefore, we can utilize this mechanism to detect whether
Deepfake modifies a watermarked image or not.

To this end, the watermark injection step consists of three
processes: (1) Feature disentanglement, which disentangles
the face image as two independent representations, namely
identity and attributes; (2) Identity watermarking, which
embeds a watermark into the extracted identity represen-
tation (vector); (3) Image reconstruction, which integrates
the watermarked identity and original attribute to synthe-
size the corresponding watermarked image. The overview
of the watermark injection is illustrated on the left part of
Fig. 1, and architecture details are in Appendix C.

Feature Disentanglement: Given an input face image,
we employ two dedicated networks, namely identity en-
coder and attributes encoder, to respectively extract the in-
dependent representations, z;4(X) and z.(X), from the
image.

Identity Encoder: The identity representation is the high-
level human biometric feature for characterizing a specific
person with lesser intra-personal variations and larger inter-
personal differences. Similar to most research for disen-
tangling representations of identity and attributes [35, 44],
the identity encoder in our work employs the pre-trained
face recognition network [10] as the backbone to extract
the input image’s last feature vector generated before the fi-
nal fully-connected layer as identity representation. Specif-
ically, the identity representation is a 512-dimension vector,
which is formulated as z;4(X) = Arc(X), where X de-
notes the input image and Arc(-) represents the face recog-
nition network.

Attributes Encoder: The attributes representation of face
image is defined as spatial features such as pose, expression,
background etc. According to the details of these features,
attributes can be divided into different levels, from coarse
(e.g., overall spatial outline), to fine (e.g., exact shape).
Therefore, we adopt multi-level feature maps to preserve
such details to represent the attributes. Specifically, we feed
the input image into a U-Net style network and then use the
feature maps generated from the U-Net decoder as attribute
representations. The formal attributes representation is de-
noted as:

Zatt(X) = {Zétt(X)ﬂgtt(X)a---aZ;ltt<X)}27 ey

where 27, (X) represents the n-th level feature map from
the U-Net decoder, and n is the number of feature levels.
The attributes encoder in this work does not require extra
annotations as it extracts the attributes using self-supervised
training, which is trained to keep the original image X and
generated watermarked image X have the representation of
the same attribute.

Identity Watermarking: After feature disentangle-
ment, we add a bit-wise binary sequence z,.4 to the identity
representation z;4(X) to generate the corresponding water-
marked identity. The binary sequence can be user-defined
or random-generated, which will serve as a signature for fu-
ture verification, so the user of our method should preserve
his/her embedded sequence and keep it secret from adver-
saries. Besides, to reduce the watermark’s perturbation on
the identity representation, we regulate it with a constant
weight a. Unless otherwise stated,  will be set to 0.1 in
our experiments. Therefore, the final watermark sequence
values are minimal compared with the original identity se-
quence. The identity watermarking is formulated as:

2g(X) = za(X) + azseq, 2)

where 21 (X) represents the watermarked identity vector.
Image Reconstruction: The subsequent process is to

integrate watermarked identity and the original attributes to

synthesize the watermarked image. Previous studies [2,34]
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revealed that simply concatenating identity and attributes to
synthesize images will incur severe visual quality degrada-
tion and distortion. To avoid this problem and generate the
high-fidelity watermarked image, we employ a novel Adap-
tively Attentional Denormalization (AAD) [24] mechanism
to accomplish feature integration.

The image reconstruction network adopts multiple cas-
caded AAD Residual Blocks (ResBIk) to integrate the iden-
tity and attributes. Each AAD ResBlk consists of mul-
tiple AAD layers, which employ an attention mechanism
with denormalization to adaptively adjust the participation
of identity representation and attribute representation for
synthesizing different regions. For instance, the identity
will provide more importance on generating the facial area,
which is most discriminative for distinguishing identities,
while the attributes will focus more on the regions related
to spatial features, such as skin colour and background.

We formally define the reconstruction procedure as:

X = Gen(24(X), zann(X)) = 24(X) & za(X),  (3)

where the @ denote the ADD ResBIk’s integration and
Gen(-) denote the reconstruction network.

3.2. Watermark Verification

Different from aiming to accurately recover the inserted
watermark like the traditional watermark techniques [23,37,
55], the objective of our watermark verification is to detect
whether the watermark still exists in the watermarked im-
age’s identity feature and, in turn, determine whether Deep-
fake modifies this image or not. Since the difficulty of wa-
termark detection is much easier than watermark recovery,
our method can thus provide more reliable verification re-
sults.

In more detail, our watermark verification step consists
of two processes: (1) Extraction, which extracts the input
image’s identity representation; (2) Verification, which cal-
culates the correlation between extracted identity and pre-
defined watermark to verify the existence of watermark in
the input image.

Extraction: We re-use the identity encoder adopted in
feature disentanglement to extract the identity representa-
tion from the watermarked image, which is formulated as
zia(X) = Arc(X). The rationale behind this process is that
the watermarked identity integrated by our reconstruction
process is believed to preserve in the watermarked image’s
identity feature, so we can use the same identity encoder to
extract the corresponding watermarked identity representa-
tion. For the watermarked image not modified by Deepfake,

the extraction process is defined as:
zia(X) = Arce(X)

= Arc(zig(X) @ zan (X))

= Arc((zia(X) + @zseq) @ zate (X))

R 2id(X) + @Zseq-

“4)

The attributes z44 (X) is omitted because Arc(-) only ex-
tract identity features.

Verification: After obtaining the identity representation
zid(f( ), we calculate its correlation with the watermark se-
quence zgcq to verify whether the watermark is present in
the input image. Since the zid(f( ) and zgcq can be regarded
as 1-dimensional real discrete sequences, the function com-
putes the correlation of them is defined as:

N-1
Corr|l] = Z zia(X)[n] * Zseqn — L+ N = 1], (5)
n=0
where | = 0,1,...,2N — 2 is the index for correlation

result,n denotes the index for discrete sequences, N rep-
resents the their length, and z,.,[m] is 0 when m is outside
of the range of zs¢4.

As demonstrated in Eq. 3, for the real watermarked im-
age, the correlation function in Eq. 4 equals to:

N-1

Corr[l] = zid(X)rec[n] * Zseq[n

(]

—1+N-1]

i
L

%

(zia(X)[n] + QZseq [n]) * Zseq[k]

i
iy

= 2ia(X)[n] * Zseq (k] + QZseq [n] * Zseq[k]a

3
I
=3

where we set k = n—I[+ N —1 for simplicity. Therefore, the
correlation between extracted identity and the pre-defined
watermark can be assumed as the sum of two independent
calculations: cross-correlation of original identity repre-
sentation with watermark sequence, and auto-correlation of
watermark sequence itself. In contrast, if the watermarked
image is modified by Deepfake, its identity representation
and entangled watermark sequence will be distorted, so
the correlation between its extracted identity and the pre-
defined watermark cannot factorize like Eq. 6 but can only
be assumed as two different sequences’ cross-correlation
like Eq. 4.

According to the auto-correlation’s property, the maxi-
mum correlation value will appear at the index of (N —1)zh.
While for the cross-correlation, there is no such property.
Hence, we can detect if there is a distinct peak value at the
(N — 1)th index to determine whether the watermarked im-
age’s identity feature is tampered with by Deepfake meth-
ods.
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3.3. Training Procedure

No extra annotations are required in our training proce-
dure, and except for the identity encoder, all other networks
are trainable.

Adversarial Loss: To make the reconstructed im-
age more realistic, we employ a multi-scale discriminator
Dis(-) from [19] with hinge loss functions to train our
model in an adversarial way:

Ladw = log Dis(X,) +log(1 — Dis(X,)), @)
where X,,, and Xm indicate the low-resolution original
and corresponding reconstructed image after m-th down-
sampling.

Attributes Preservation Loss: We also calculate the at-
tributes representations’ Lo distance between original and
reconstructed image to enforce attributes preservation:

1 12
Loy = b ; Zstt(X) - ZStt(X) ‘ ) (®)

2

where the n denotes the level of attributes.

Reconstruction Loss: In addition, to keep the recon-
structed image resemble the original and mitigate the con-
flict with watermark injection at pixel-level, we define a
perceptual similarities loss LPIPS [52] between the original
and reconstructed image rather than the common pixel-level
reconstruction loss:

Lr=|£ex) - L), ©)

where L(-) represents the perceptual features extractor.

Watermark Preservation Loss: To minimise the distor-
tion of embedded watermark sequence in the reconstructed
image, a watermark preservation loss function is used to
measure the cosine similarity between the watermarked
identity vector and extracted identity vector:

Ly =1—Cos(24(X) — Are(X)), (10)

where C'os(+) denotes the operation of cosine similarity.
Our framework is finally trained with a weighted sum of
the above losses, which is defined as:

L(X) =ArLr + MavLadgw + AauLay + Aw Ly, (11)

where Agr, Mgy, Aatt, Aw are tunable constant weighting
corresponded loss. Unless stated otherwise, the A values
are setas Ag = 10, Aggo = 0.1, A gy = 10 and Ay = 1.

4. Experiment

We conduct extensive experiments to evaluate our
method from the following aspects: i) the different pseudo-
random sequences’ impacts on model performance, ii) ef-
fectiveness in Deepfake detection, iii) visual quality of wa-
termarked images, and iv) security in potential attack sce-
narios. The experiment results demonstrate that our method

can achieve the best performance regarding various qual-
itative and quantitative evaluation metrics. Note that the
security analysis results are in Appendix F.

4.1. Experiment Setup

Datasets: We train our method on the Flickr-Faces-HQ
(FFHQ) [21] dataset, and conduct experiments on CelebA-
HQ [20] and CelebA [27] datasets to reveal its generaliz-
ability. Unless stated otherwise, all images in the experi-
ment have been aligned and cropped to the size of 256 x256.

Baselines: We select the work whose authors released
the source codes and pre-trained models in our comparison
experiment for results reproducible.

Deepfake Detection: Passive methods [3, 5, 15,41] and
proactive method [49] are selected because they represent
the latest reproducible Deepfake detection methods.

Digital Watermarking: We chose StegaStamp [40] and
UDH [51] as the baseline because they achieve the SOTA
performance in embedding information and exhibit appeal-
ing visual quality results.

We use the official codes and pre-trained models for all
the above-mentioned methods.

Evaluation Metrics: We evaluate the performance us-
ing three different categories of metrics: (1) For both
Deepfake detection, to measure the miss detection rate and
false alarm rate, we compute image-level Accuracy(ACC)
and F1-Score. AUC and related ROC curve, which are
decision-threshold-free metrics, are also reported to select
optimal models; (2) Regarding robustness evaluation, the
proportion of correctly detected watermarked images after
various post-processing is calculated and denoted as Detec-
tion Ratio (DR); (3) Peak-Signal-to-Noise Ratio (PSNR)
and Structural Similarity Index Measure (SSIM) are
used to calculate the similarity between the watermarked
images and original images to show the visual quality of
watermarked images.

The above metrics are higher when the associated meth-
ods show better performance, except stated otherwise.

4.2. Impacts of the Types of Sequences

According to Eq. 4, the correlation property of the em-
bedded sequence plays a significant role in the watermark
verification. Thus, we first analyse the impact of the dif-
ferent watermark sequences on our method. Two repre-
sentative Pseudorandom Noise (PN) sequences: Maximum-
Length Sequence (MLS) and Gold Code (Gold), and two
most common random sequences: Gaussian noise and
Laplace noise, are selected for comparison. All embedded
sequences are set to a length of 512, the same as the identity
representation. For a fair comparison, the network is trained
FFHQ images by randomly selecting the above watermarks
in each iteration. Then, we apply four different sequences
to the 10k randomly chosen Celeba-HQ images to generate
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Table 1. Different sequences’ correlation results and correspond-
ing watermarked images’ visual quality.

Sequences Correlation results Visual Quality
types Peak | Average | PART [ SSIM 1 [ PSNR T
Original 0.77 0.54 1.43 1.0 48.0
Gaussian 0.96 0.54 1.79 0.95 34.65
Gold 5.61 0.52 10.83 0.94 33.32
Laplace 1.82 0.74 2.45 0.95 34.84
MLS 4.82 0.53 9.17 0.95 335

Figure 2. Qualitative comparison of different sequences’ water-
marked images. Despite injecting different sequences, all water-
marked images are perceptually identical to the original images.

watermarked testing images, resulting in 40k testing images
and calculate the defined metrics over these images to eval-
uate the impact.

Correlation Results. In Table 1, we present the aver-
aged correlation results, where Peak denotes the correlation
value appear at the zero-lag, Average represents the mean
of the residual correlation results, and Peak-to-Average Ra-
tio (PAR) outputs a ratio of Peak over Average, which in-
dicates how significant the Peak stands out in the correla-
tion results. Except for the results from watermarked im-
ages, we also report the correlation of original images in
Table 1’s first row, which acts as a reference. As shown
in Table 1, the watermarked images’ Peak and PAR are
significantly higher than the reference, where the Gold se-
quence achieves the highest values. The apparent difference
between watermarked and non-watermarked images’ corre-
lation results demonstrates that our method can effectively
embed and extract the watermark in images.

Visual Quality. Afterwards, we evaluate the visual qual-
ity of images after watermarking different sequences. The
best SSIM and PSNR values are also reported in Table 1’s
Original row for reference. According to the quantitative
and qualitative results exhibited in Table 1 and Fig. 2, no
matter what types of sequence are embedded, the water-
marked images can maintain high visual quality and look
perceptually identical to the original, which demonstrates
that watermarking images via our method would not affect
its utility.

Effectiveness. In this section, we explore the effective-
ness of our method in identifying the watermarked or non-
watermarked images. Our method discriminates 10k water-
marked images and 10k randomly chosen Celeba-HQ non-

True Positive Rates

Figure 3. ROC 1, Accuracy 1 and F1 Score 1 of different
sequences under different PAR thresholds. Gold and MLS se-
quences’ performance to discriminate between watermarked or
non-watermarked images are superior to Gaussian and Laplace.

watermarked images for different types of watermark se-
quences. Besides, according to the correlation results sum-
marized in Table 1, different types of watermark sequences
have different PARs. Here, we consider adopting different
PAR values ranging from 1 to 10 with a step size of 1 as the
threshold to decide whether a watermark exists in the cor-
responding image. More specifically, an image with PAR
higher than the threshold in its correlation results will be re-
garded as watermarked. We calculate related ACC and F1
Scores further to analyze our method’s discriminability un-
der different PAR thresholds, and also plot the ROC curve
and compute corresponding AUC to provide more convinc-
ing results.

Fig. 3 displays the experiment results. According to the
trend of ACC and F1 Score curves, the optimal thresholds
for different sequences are 2 for Gaussian and Laplace, 5
for Gold and 4 for MLS. We will adopt these thresholds in
the subsequent robustness evaluations. Besides, their AUC
values are 0.5552, 0.9952, 0.6466 and 0.9917 for Gaussian,
Gold, Laplace and MLS, respectively. The ROC curve of
Gold and MLS are much closer to the top left than Gaussian
and Laplace. These results indicate that adopting Gold and
MLS as watermark sequences would perform our method
better than Gaussian and Laplace.

Robustness. We test the impact of different sequences
on our method’s robustness. Five common post-processing
operations are adopted in the experiment, i.e., Gaussian
blurring, colour adjustment, JPEG, horizontal flipping, re-
sizing and cropping. For Gaussian blurring, we consider
kernel standard deviation ranging from 0.5 to 1.0 with a
step size of 0.1. For JPEG, we consider quality factors
ranging from 50 to 100 with a step size of 10. For resiz-
ing and cropping, we consider first cropping the image’s
peripheral sizes ranging from 50% to 100% with a step
size of 10% and then resizing it to 256x256. For Hori-
zontal flipping and colour adjustment, we employ the Py-
Torch torchvision.transformations’ functions RandomHori-
zontalFlip with the probability of the image being flipped
set as 1.0 and ColorlJitter with the default setting to achieve
all image’s horizontal flipping and randomly brightness,
contrast, saturation and hue change. Examples of the modi-
fication are visualized in Fig. 4.
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Table 2. Detection ratio 1 of different sequences against color
adjustment and horizontal flipping.

Image Sequences types
Manipulations | Gaussian | Gold | Laplace [ MLS
ColorJitter 63.9% 94.8 % 454% | 91.2%
Flip 61.9% 97.2% 52.4% 96.7%

Figure 4. Samples of each post-processing operation results
adopted in our experiment.

Detection Ratios(%)
2

DO
esizeCrop Scales.

Figure 5. Detection ratio 1 of different sequences against JPEG,
Resize-Crop and Gaussian Blur.

For each sequence’s watermarked images, we apply the
above operations to generate corresponding images and
then employ our method to detect watermarks from these
processed images and compute the detection ratio DR. Ta-
ble 2 and Fig. 5 present each sequence’s robustness perfor-
mance. Our method shows a minor performance degrada-
tion when dealing with compression and blur but is suscep-
tible to resizing and cropping. As illustrated in Fig. 4 row1
column 2, the main reason is that a crop size smaller than
80% would cut off partial facial regions, damaging the cor-
responding identity feature. However, this problem is not
severe because a cropped face image is unlikely to be used
in practice.

The results of Gold and MLS watermark sequences re-
flect our method’s robustness against these image post-
processing, where the Gold sequence achieves the best per-
formance, slightly superior to MLS but much better than
Gaussian and Laplace. Therefore, we will adopt the Gold
sequence as the watermark to compare our method with
other works in Deepfake detection.

4.3. Deepfake Detection

We compare our method with other Deepfake detec-
tion approaches in image-level real or fake classification.
Two attributes manipulation methods, i.e., AttGAN [16]
and StarGAN?2 [7], two identity swap methods, i.e., InfoS-
wap [13] and SimSwap [6], and two face anonymization ap-
proaches, namely CIAGAN [31] and DeepPrivacy [18] are

Figure 6. Samples of non-watermarked and our watermarked im-
ages’ Deepfake results. The watermarked image’s forgery result is
perceptually identical to the non-watermark image’s.

employed in this experiment. We adopt the official codes
and pre-trained models of these works, so our experiment
results are reliable and reproducible, which thus can refer
for future comparison.

Celeba and CelebaHQ images are employed in this ex-
periment to represent low- and high-resolution Deepfake
cases. We apply Deepfake methods to watermarked and
non-watermarked images to generate corresponding fake
outputs. The watermarked real and fake images are utilised
to evaluate our method’s discriminability, while the non-
watermarked real and fake images are adopted to evaluate
other detection methods’ performance. According to the
analysis of different sequences’ performance, our method
adopts the Gold sequence as the embedded watermark in
the comparison experiment and sets the PAR threshold to 5.

We first illustrated Fig. 6 to have a qualitative com-
parison of Deepfaked non-watermarked and watermarked
outputs where we can see that the non-watermarked and
our watermarked images’ Deepfake results are perceptually
identical to each other, demonstrating that our method well
maintains the utility of the image. Moreover, it also makes
it hard for the Deepfake adversaries to distinguish the pro-
tected and non-protected images, increasing our method’s
secrecy.

Table 3 summarizes the comparison results between ours
with passive methods. Our method achieves more than
0.8 ACC and F1 Scores on detecting all Deepfake meth-
ods’ outputs, revealing its superior effectiveness and gen-
eralization. Except PF perform better than ours on Star-
GAN?2, our method outperforms all other baselines with
a clear margin. Our method performs poorly on Star-
GAN?2 (still achieves second-rank performance) because
StarGAN2 does not modify face identity-related features.
To verify this, we employ AttGAN to manipulate identity-
related attributes, e.g., gender and skin colour. The result in
Table 3 shows that our method can accurately detect these
manipulated images. On the contrary, other passive detec-
tion methods only perform well in detecting limited Deep-
fake methods, deteriorating to random guesses ( 50% accu-
racy) in detecting other Deepfake methods.

Then, we compare our method with the latest proac-
tive detect method, i.e., AGF [49], to detect FaceShifter’s
Deepfake outputs on Celeba-HQ images and present the
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Table 3. Accuracy 1 and F1 Scores 1 of different methods’ DeepFake detection results.

Detection \ Low Resolutions(Celeba) \ High Resolutions(Celeba-HQ)
methods | AttGAN [ CIAGAN [ DeepPrivacy | InfoSwap | SimSwap | StarGAN2 [ AttGAN [ CIAGAN | DeepPrivacy | InfoSwap [ SimSwap | StarGAN2
BTS [15] | 0.86/0.87 | 0.51/0.66 0.5/0.66 0.49/0.66 | 0.51/0.67 0.53/0.67 0.86/0.87 0.5/0.66 0.5/0.66 0.49/0.65 0.5/0.66 0.55/0.68
CD [43] 0.88/0.86 | 0.51/0.03 0.51/0.01 0.54/0.17 | 0.51/0.01 0.78/0.71 0.81/0.77 | 0.51/0.04 0.52/0.07 0.52/0.07 | 0.52/0.06 0.84/0.81
ICPR [3] | 0.59/0.69 | 0.62/0.62 0.58/0.68 0.49/0.64 0.6/0.71 0.46/0.63 0.53/0.68 | 0.65/0.62 0.56/0.69 0.51/0.66 | 0.55/0.69 0.49/0.65
PF [5] 0.76/0.79 | 0.51/0.66 0.52/0.65 0.57/0.68 | 0.54/0.67 0.99/0.98 0.75/0.79 | 0.51/0.66 0.55/0.68 0.56/0.69 | 0.54/0.68 0.98/0.97
RFM [41] 0.5/0.67 0.51/0.67 0.51/0.67 0.5/0.67 0.51/0.67 0.5/0.67 0.5/0.67 0.5/0.67 0.51/0.67 0.5/0.67 0.5/0.67 0.5/0.67
SBI [39] 0.79/0.82 0.77/0.8 0.78/0.82 0.77/0.81 0.78/0.81 0.72/0.75 0.8/0.8 0.72/0.78 0.78/0.8 0.76/0.77 | 0.83/0.84 0.69/0.7
Ours | 0.94/0.94 | 0.87/0.86 | 0.98/0.98 [ 0.98/0.98 | 0.97/0.98 | 0.82/0.84 [ 0.94/0.94 | 0.85/0.82 | 0.99/0.98 | 0.99/0.99 [ 0.98/0.98 | 0.85/0.87

Table 4. DeepFake detection performance of proactive methods.
| Acct | F1Scores t [ Precision 7 | Recall

Table 6. Quality of different watermarking methods’ outputs.

AGF [49] | 0.7179 09148 0.8444 0.9980 Quality | Proactive Detection Deep Hiding
Ours | 09955 |  0.9955 0.9980 | 0.9930 metrics | Ours | AGF UDH | StegaStamp
SSIM 1 0.94 0.91 0.69 0.89
TaI‘t))le 5. A‘UC 71 of our method (I;n dFiflfel{fnht ?eepfake and datasets. PSNR 1 | 33.32 30.69 20.39 2977
atasets eepFake Methods
‘ AttGAN ‘ CIAGAN ‘ DeepPri\ll)acy ‘ InfoSwap ‘ SimSwap ‘ StarGAN22 Original Stegastamp UDH Ours AGF
Celeba 0.98 095 0.99 0.99 0.98 0.98
CelebaHQ | 098 ‘ 0.95 ‘ 0.99 ‘ 0.99 ‘ 0.98 ‘ 0.98

detection results in Table 4. The details about the experi-
ment setting are provided in Appendix G. Although AGF
achieves impressive detection performance, with 0.99 Re-
call and 0.91 F1 Score, our method still beats it on almost
all metrics (only 0.005 lower Recall which is negligible). In
particular, our method has a significant advantage in detec-
tion accuracy due to AGF producing more false alarms on
authentic images (only 0.84 Precision).

We also report the AUC of our method on different Deep-
fakes and datasets in Table 5 and plot the ROC, accuracy
and F1 Scores curves when adopting different thresholds in
Appendix H . These results reveal our method’s exceptional
image level real or fake classification capability when fac-
ing different Deepfake methods. In general, the experiment
results demonstrate that our method has superior Deepfake
detection performance to existing methods.

4.4. Digital Watermarking

We compare our method with the AGF and SOTA digi-
tal watermarking techniques, namely Stegastamp and UDH,
in the visual quality of watermarked images to show that
our method does not sacrifice the normal utility of images.
Here, we adopt the widely used metrics PSNR and SSIM
to quantitatively reflect comparison results in Table 6. The
results demonstrate that the outputs of our method have
much better visual quality than others. Fig. 7 also illustrates
perceptual comparison, where our watermarked images are
more visual-realistic which accurately preserves the hue and
light of the original images. In contrast, UDH introduces
apparent artifacts in its watermarked images. StegaStamp’s
outputs have noticeable colour distortion in the facial area.
Therefore, qualitative and quantitative results indicate that
our method can generate high-quality images with a robust
watermark.

Figure 7. Qualitative comparison between our method, AGF and
SOTA watermarking techniques StegaStamp and UDH.
4.5. Limitations

First, our method requires pre-processing, which will
introduce computational overhead (in Appendix E) and
cannot perform detection of already synthesized images.
Therefore, we think the best application case of our method
is to protect critical images and employ our method before
spreading them over the social network. Second, current
watermarking is embedded in the identity features of face
images, as we believe it presents the most severe threat if
a person’s identity is faked. Our method needs further im-
provement to adapt to other types of Deepfake content.

5. Conclusion

This work poses a proactive method to protect face im-
ages from malicious Deepfake. By embedding an invisible
watermark into the face image’s identity, our method pro-
vides users with a reliable approach to verifying their im-
age’s authenticity, reducing the negative impact of Deep-
fake forgery. The experiment results have demonstrated
our method’s superior performance in identifying Deepfake,
preserving reconstructed images’ visual quality, retaining
watermarked sequence robustness, and resilience to poten-
tial malicious attacks.
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