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1. Network architectures

Overview The overall architecture of our Patch Attention
Network (PatchNet) is shown in Figure 1. It is comprised
of of five main modules: a feature encoder network, a for-
ward flow network, a backward flow network, our proposed
Patch Attention network and a generator network.

e Encoder Network. The encoder network £ outputs
features at three different levels. We utilize the output of
third level (X) for our Patch Attention Network to obtain
high-resolution feature patches. Each level is composed of
a convolutional layer followed by a ReL.U activation func-
tion and three ResNet blocks as in [4]. The first level fea-
tures are extracted using a convolutional layer with a kernel
size 7 x 7, 32 filters and uses a stride size 1. The convolu-
tional layers of the second level and the third level feature
extractors have a kernel size 3 x 3 and use a stride size 2 to
down-sample the learned feature representations. The num-
ber of convolutional filters used in the second level and third
level feature extractors are 64 and 128, respectively.

e Forward Flow and Backward Flow Network. Both
the forward and backward flow networks consists of five
DenseNet blocks [3] and a deconvolution layer to learn the
bi-directional dense motion field using second level and
third level feature maps as in [4]. We first pass the sec-
ond and the third level feature from two different DenseNet
blocks (consisting of 5 blocks) and utilize the deconvolu-
tional layer to fuse the second level encoder feature with the
output of DenseNet blocks and generate forward flow fea-
tures F and backward flow features F;, . Each DenseNet
block consists of a convolutional layer followed by a ReLU
activation function. The convolutional layer has a 3 x 3 ker-
nel size and a stride size 1. The number of filters for the
five DenseNet blocks are 128, 128, 96, 64 and 32 for the
third level. Similarly, we have 64, 64, 48, 32 and 16 for the
second level. The deconvolutional layers have a kernel size
4 x 4, a stride size 2, a padding size 1 and 2 filters.

o Patch Attention Network. The PatchNet consists of a
deformable convolutional attention model D to fuse the mo-
tion information with encoder features, three independent
convolutional neural networks to capture the inter and intra-
patch recurrence property in each frame and a feature super-
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resolution layer S as shown in Figure 2. The deformable
attention model D concatenates the encoder feature X, the
forward motion feature F; and the backward motion fea-
tures F,, from different streams via a channel attention mod-
ule [2], to assign channel-wise weight to the concatenated
features, followed by a deformable convolutional layer [1].

Each of the Query W, Key Wy and Value W, CNN
take 64 channel input feature and apply convolutional filters
with kernel size of 3 x 3, stride size 1 and padding size 1.
The number of output channels for each of these CNN is
256. The super-resolution layer S is a PixelShuffle layer
with upscale factor 2.

e Generator Network. The generator model G consists
of 20 residual blocks and each residual block is composed
of convolutional layer with skip-connection followed by a
Leaky ReLu activation. The convolutional layer takes 64
channel input from PatchNet and apply convolution opera-
tion with kernel size 3 x 3, stride size and padding size 1 to
synthesis high resolution global shutter image.

2. Qualitative Results

Please refer to the attached video files for additional
qualitative results. We show the input video and compare
output of PatchNet with ground truth video.
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Figure 1: Overview of the proposed approach. Given a low-resolution input video frames V;_1, V; and V; 1, we extract the
feature representation X corresponding to frame V; using the encoder network £ and the flow features F,, and F y with respect
to the past frame V;_; and future frame V,;, 1, respectively. Patch Attention Network M utilizes deformable convolution
and patch-level attention to obtain high-resolution features Z that can recover global shutter image (see sec.3.2 in main
paper). The high-resolution feature Z is then used by the decoder network G to produce high-resolution global shutter frames
Si—l, 51 and Si+1.
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Figure 2: Overview of Patch Attention Network. Given the encoder feature X and the motion features F,, and F ¢, we first
utilize the deformable attention network D [5] to incorporate motion information at pixel-level and unfold it into P x P
patches to obtain the patch-level encoder feature X. Similarly, the motion features F,, and F; are unfolded into patches of
size P x P, represented by Ep and F t» respectively. The patch-level flow features Fp and the patch-level encoder feature
X form input to the key-value networks Wy, and W, respectively. The patch-level flow feature F ¢ acts as query input to
W, to find the correlated features ()A() from the key-value pair Fp and X. Finally, a super-resolution layer is used to generate

high-resolution features at patch-level Z, followed by folding operation to obtain the high-resolution features Z, which is
used to generate high-resolution global shutter frames using generator G as shown in Figure 1.
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